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Abstract
This paper compares the accuracy of different statistical methods for influenza peaks prediction.
The research demonstrates the performance of long short-term memory neural networks along
with the results obtained by proved statistical methods, which are the Serfling model, averaging
and point-to-point estimates. The prediction accuracy of the methods is compared with the
accuracy of the modeling approaches. Possible applications of the methods and the ways to
improve their accuracy are discussed.
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1 Introduction and motivation

The problem of predicting the outbreaks of acute respiratory infections (ARIs) and influenza
is one of the most important in the field of mathematical epidemiology due to the worldwide
spread of these diseases. In the late 1960’s, the first mathematical models of influenza outbreaks
were created. One of the most prominent studies of that time, accomplished by Baroyan and
Rvachev, was connected with the flu propagation within the cities in the Soviet Union [1]. From
early 1980’s, the Soviet modeling complex for flu forecasting showed some incoherence with the
epidemic outbreak patterns observed in Soviet cities [6]. The experiments with the SEIR models
calibration to the contemporary Russian ARI incidence data available [11], [12] demonstrated
that the models allow predicting an epidemic peak height with satisfactory accuracy. However,
the accuracy is low for an epidemic peak day prediction.

The question arises whether it is better to rely on the statistical methods based on historical
data rather than on the modeling approaches while making predictions in the situation of
sophisticated and heterogeneous disease dynamics. As known, statistical approaches taking the
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last season peak data and the average peak data as the peak prediction for the current season,
can demonstrate the same accuracy as the modeling prediction for the day peak [11]. In fact,
the reason is not the high accuracy of such a naive approach, but the low accuracy of the
modeling prediction of this parameter. The aim of this paper is to apply more sophisticated
statistical techniques to the same ARI dataset and compare the resulting accuracy with the
modeling approaches demonstrated in [11], [12].

2 Methods review

The two most popular families of non-parametric methods that can be used for epidemic peaks
prediction are Bayesian and machine learning (ML) methods. The example of Bayesian ap-
proach is given in [2], [7], and the approach to outbreak forecasting on the basis of classification
techniques (belong to ML methods) is presented in [13]. However, as we do not possess the
type of input data which was used in the mentioned works, the techniques described cannot be
applied to our case. The application of the Long-Short Term Memory (LSTM) neural networks
seems more promising, as they do not require large synthetic data sets as an input. Moreover,
they are capable of learning long-term dependencies without preliminary assumptions on the
structure of underlying process. The example of LSTM application is [16], where the authors
used LSTM networks to perform sequence-to-sequence weather forecasting. The approach used
in [16] requires the input and output sequences to be of the same length. However, the limita-
tion of fixed dimensionality can be avoided by using two LSTMs (one as encoder, and one as
decoder) as it is shown in [15].

3 Numerical experiment

Algorithm details. The input dataset is a time series with daily ARI incidence observations
within the period from 1985 to 2015. With the aim of synthesizing large training samples we slice
the data using the running window with a small step s. This way yields the dataset of around
four thousand rows for each city if s = 1. The main drawback of this idea is that the adjacent
samples differ only in s observations. LSTM-based neural networks are sensitive to the scale of
the input data [3], so we work with normalized data, using the inverse transform to return to
the initial scale. Denote the whole dataset as T = (t1, . . . , tN ) and set the step size s (in our
implementation s = 1). Then kth sample in the training set is xk = (tsk, tsk+1, . . . , tsk+364)
and the output for xk is yk = (tsk+365, tsk+365+1, . . . , tsk+365+364). The test set contains one
sample: the year before the last as x1 and the last year as y1. No observations from the test
set are used in the training set.

The architecture of our network has the following structure. The input layer of the network
takes a matrix of shape 1 × 365 (which is essentially xk). The linear combinations of these
inputs are sent to 128 LSTM cells. Fully-connected layer maps the time dependencies resolved
by LSTM cells back to the space of scaled influenza levels per each day of the year. The fact
that our output is within [0; 1] range allows us to use sigmoid activation function for the outer
layer. For the training procedure the batch size 32 was used. The network was implemented
using Keras library with TensorFlow backend. Initial weights are set to random numbers. We
employ three different loss functions. The first one is the classical mean square error (MSE):

MSE(ŷk, yk) = 1
2 ‖ŷk − yk‖2. The second one, softmax, enforces the network to predict peak

positions more precisely by suppressing the values which are significantly below the maximum:
softmax(x)i = exi∑

j exj , SFLOSS(ŷk, yk) = 1
2 ‖softmax(ŷk)− softmax(yk)‖2. The third one is

2

Influenza peaks forecasting . . . Leonenko, Bochenina and Kesarev

the combination of the methods mentioned above: MSE(ŷk, yk) + α · SFLOSS(ŷk, yk), α ∈ R –
with α somewhat arbitrary set to 0.2.

To assess the performance of employed time series prediction approaches, we have used three
statistical methods already used for the analysis of Russian ARI incidence [8]: simple averaging,
point-to-point linear estimates and Serfling regression method.

Experiment details. We use two datasets for the experiment. The first dataset contains the
original weekly ARI incidences in Moscow, Saint Peterburg and Novosibirsk within the period
from 1986 to 2014 provided by the Research Institute of Influenza, Saint Petersburg, Russia
[5]. The second one consists of the corresponding daily incidences obtained by the interpolation
and correcting the under-reporting during the holidays [10]. The dataset for every city iss split
into epidemic seasons starting from July 1st and ending on June 30th of the next year. For
each city the predictions for 15 epidemic seasons are made, from July 1st, 2000 to June 30th,
2014. Three LSTM algorithm launches are made with different initial seeds, thus giving us 135
peak predictions in total — compared with 45 predictions generated by deterministic statistical
methods. The values obtained from every prediction are the prediction bias of the peak day
dt and the ratio between the modeled and real outbreak peak heights dh. We assume that the
ideal peak prediction has dt = 0 and dh = 1. The following accuracy criteria ae employed [12]:
(a)’Square’. The prediction is accurate if dt ∈ −8..8 and dh ∈ (0.5; 2.0). (b)‘Vertical stripe’.
dt ∈ −7..7. (c) ‘Horizontal stripe’. dh ∈ (0.7; 1.5). The distributions of prediction biases for
the daily data are shown in Fig. 1. The ratio of the forecasts complying to the criteria is given
in Table 1.

Figure 1: Biases of the peak prediction for Saint Petersburg, Moscow and Novosibirsk using
the daily incidence data generated by the algorithm [10]. Dashed rectangles correspond to the
‘square’ accuracy criterion, the ‘stripe’ criteria are shown by transparent fill.

Table 1: The percentage of accurately predicted peaks according to different criteria
Vert. stripe Horiz. stripe Square

Daily Weekly Daily Weekly Daily Weekly

Average 10.4% 6.3% 85.4% 83.3% 14.6% 6.3%
Point to point 10.4% 6.3% 75.0% 72.9% 14.5% 6.3%

Serfling 16.7% 18.8% 70.8% 72.9% 16.6% 18.8%

MSE 23.7% 31.1% 82.2% 68.1% 25.2% 31.1%
Softmax 20.7% 33.3% 74.1% 54.1% 22.2% 26.0%

MSE+Softmax 23.0% 34.1% 82.2% 74.1% 26.7% 34.1%
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