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Abstract: The reduced cost of cameras and the complex scenes make it possible and necessary
to replace the monocular camera with camera array under certain situations. In this paper,
we first provide a review on the existing camera arrays and sort them according to the array
arrangement, and then give an overview of the imaging properties that are benefited from
the camera array including dynamic range, resolution, seeing through occlusions and depth
estimation. At last, a novel camera array-based airborne optical system is proposed to meet the
intelligence, surveillance and reconnaissance (ISR) requirements for large field of view (FOV),
high dynamic range and resolution, multi-view and multiple dimensions imaging. For the sake of
onboard application of this system in practice, some key technologies are highlighted that need
to be developed in the future research, such as the self-calibration and the synthetic aperture
imaging by camera arrays on mobile platforms.
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1. INTRODUCTION

There is an ongoing and rapid growth in the attention
for cameras, both in research, such as Stanford Vision
Lab (Alahi et al. (2015)) and MIT Computer Vision
Lab (Nussberger et al. (2016)), and commercial domain,
such as IMPERX and PointGrey, because they are light-
weight, low-cost, easily controllable, energy-efficient and
can provide a large amount of feature information.

As the application fields of cameras become extensive, such
as aerial ISR, target tracking, contactless measurement
and 3D reconstruction, monocular camera can not meet
the task requirements. In addition, as the scene becomes
more and more complex, although multiple images of a
static scene can be used to expand the performance enve-
lope of the monocular camera, it is still hard for dynamic
scene. Camera array is a system generated using a lot of
the image sensors and lenses with the same characteristics,
which provides the researchers with a new solution to the
above issue because of its multiple viewpoints and multiple
parallaxes.
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Compared to the monocular camera, camera array can
generate some special advantages: (1) Researchers could
change their arrangement and control parameters of each
camera, like frame rate and exposure time, to achieve
large FOV, high resolution and dynamic range. Finally,
they can better improve imaging effects or meet the
special requirements of photography. (2) Since there are
multiple viewpoints in a camera array, it can generate
multiple parallaxes which create the potential properties
that almost belong to the camera array, such as accurate
depth estimation and synthetic aperture imaging.

Camera array is firstly made famous in cinematography
called “bullet time”, orbiting around a scene that has been
frozen in time. At Super Bowl 2001, an array of 30 synchro-
nized video cameras from different viewpoints gave viewers
a sense of flying through the scene. Then, researchers
built camera arrays for virtualized reality (Kanade and
Narayanan (2007); Joo et al. (2015)), depth recovery (Si
et al. (2014); Fehrman and Mcgough (2014)), image-based
rendering (Zhang and Chen (2004)), high performance
imaging (Bennett et al. (2005); Carles et al. (2014)),
synthetic aperture imaging (Levoy et al. (2004); Vaish
et al. (2004); Yang et al. (2016)), stereo imaging (Maitre
et al. (2008) and panoramic imaging (Hossein et al. (2013);
Dueholm et al. (2016)).

The purpose of this paper is to provide a brief review
on latest application and development of camera array
and an overview of a novel camera array-based airborne
optical system. We firstly discuss the existing camera array
arrangements, and then briefly analyse the imaging prop-
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point. Besides the bullet time in cinematography, another
application of this form is virtual reality (VR) (Kanade
and Narayanan (2007)) where a large scale camera array
was used to capture dynamic scenes in 4D and achieved the
virtual scene reconstruction by computer vision. They also
presented seven essential features and requirements of the
toed-in camera array to digitize dynamic events: scalabili-
ty, non-intrusiveness, naturalness, high fidelity, unhindered
immersion, tele- or post- experience, active participation.
Since 1990s, researchers have developed a serial of VR
system with toed-in camera array, such as 3D dome in
1994, 3D room in 1998 and virtualizing studio in 2002. Last
year, the fourth generation virtual reality system Virtual-
ized Engine was completed with 480 ProFUSION cameras,
four Canon XHG1s HD videos and five EIKI LCXIP2600
projectors running on the cluster configuration comprised
of 31 workstations as shown in Fig. 3(a).

B. Toed-out camera array The toed-out camera array
system was presented in recent years, where the optical
axes of cameras diverge from a common point. Therefore,
it is also called monocentric camera array. The camera
array consisting of several or tens of cameras arranged
in a circle is mainly for omnidirectional imaging, e.g.
Gopro 360 camera array as shown in Fig. 3(b), or large
FOV imaging, e.g. sky monitoring (Najeem et al. (2016)).
The camera array consisting of hundreds or thousands of
cameras arranged in a hemisphere is mainly for large FOV
(Hossein et al. (2013)), high resolution and high dynamic
range, such as AWARE-2 proposed by Brady et al. (2012)
can control exposure time of each camera independently
to extend dynamic range. This system constructed as part
of the US Defense Advanced Research Projects Agency
AWARE programme stands out as the notable milestone
in the hemisphere form, with 120 by 50 FOV and 0.96
gig pixel resolution as shown in Fig. 4. This system
has diverse applications in wide-field microscopy, event
capture, persistent surveillance and space awareness.

Fig. 3. (a) Virtualized engine system (Joo et al. (2015));
(b) Gopro 360 camera array (source: GoPro)

Fig. 4. (a) An exploded view of the AWARE-2; (b) The
top image is the entire 120x50 FOV captured by
AWARE-2. The middle image is magnified by 4x and
the bottom images are magnified by 32x.

3. IMAGING PROPERTIES BENEFITED FROM
CAMERA ARRAY

Because of the intrinsic limitations of traditional imaging
principles and camera designs, the captured images often
fail to achieve the expected visual properties and functions,
e.g. dynamic range, spatial/temporal resolution, seeing
through occlusions, depth/distance estimation. By choos-
ing the different arrangements of camera array as described
in Section 2, we are able to get improved performance of
images on these properties. In this section, we review how
they can be improved by using camera array.

3.1 Dynamic Range

Dynamic range denotes the luminance range of a scene
being photographed, or the limits of luminance range that
a given digital camera or film can capture. The most
intuitive approach for increasing the dynamic range of
captured images is fusing multiple images at different
exposure settings. The common scheme to acquire multiple
exposure images is by taking pictures sequentially at
different exposure time by one camera, e.g. Im et al.
(2011); Liu et al. (2015). However, it does not work
properly in the complex dynamic scenes where there are
a large number of moving objects, which gives rise to
disparities in sequential pictures so that it is hard to
fuse them into a image. By using a camera array, we
can obtain multi-view images with the multiple exposure
settings simultaneously (Bennett et al. (2005)). Similarly,
a special camera in which the aperture is split into multiple
parts for multiple exposures, e.g. Wang et al. (2013), which
have the similar theory to camera array.

3.2 Resolution

A. Spatial resolution The spatial resolution SR, pixel
size d, focal length f of a camera and object distance D
have the relationship below:

SR ∝ Dd

f
. (1)

Therefore, the direct method to enhance SR is to increase
f or reduce d, if monocular camera is used. However,
increasing f may lead to large volume and weight of
camera as well as the rising cost. Meanwhile, due to the
constraints caused by physical structure, manufacturing
technique and sensitivity, it is hard to narrow the pixel
size. Thus, improving the spatial resolution via multiple
aperture imaging of camera array is feasible, e.g. Brady
et al. (2012); Daiki and Hitoshi (2015); Carles et al. (2014).

B. Temporal resolution Camera shaking or object mo-
tion during the exposure time leads to objectionable image
blurring. Increasing frame rate is the direct solution to this
issue. However, this strategy may lead to the high require-
ments for higher processing capacity and larger storage
space for host PC. Bennett et al. (2005)) interleaved a
camera array in chronological order to solve this problem.
Tai et al. (2010) used a hybrid camera array capturing
high-resolution, low-frame-rate images and low-resolution,
high-frame-rate images simultaneously to fuse a deburred
high-resolution, high-frame-rate image. Therefore, a cam-
era array can improve temporal resolution effectively.
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erties benefited from the camera array of corresponding
arrangements. At last, we describe an ideal of a novel
camera array-based airborne optical system proposed, and
for the sake of onboard application, we also highlight
some key technologies to be addressed about the future
development of this airborne optical system. The remain-
der of this paper is organized as follows. The existing
diverse arrangements of camera array are presented and
classified in Section 2. An overview of imaging properties
benefited from camera array is provided in Section 3, which
is followed by an introduction of a novel airborne optical
detection platform in Section 4. Conclusions are drawn in
Section 5.

2. CAMERA ARRAY ARRANGEMENT

The cameras in the array should be aligned in a certain
pattern with an equal baseline and angel between optical
axis of each camera. Based on the geometric pattern, the
camera array can be classified into the parallel arrange-
ment (as shown in Fig. 1) and radial arrangement (as
shown in Fig. 2).

2.1 Parallel Arrangement

By parallel arrangement, cameras in the array are aligned
such that optical axes of cameras are parallel to each
other. It includes linear array (1D) and area array (2D)
for multi-view images acquisitions as shown in Fig. 1. A
camera array in the parallel arrangement presents rich
overlapping FOV and multiple parallaxes generated by
baselines between each optical axis, which generates the
corresponding depth maps. According to different range
of the baseline between each camera, the parallel camera
array can be classified as the single center of projection
and multiple centers of projection.

Fig. 1. The parallel arrangement of camera array

A. Single center of projection The single center of pro-
jection denotes that cameras are patched together tightly
to approximate that they are aligned to a common per-
spective. On one hand, the goal is to acquire improved im-
agery with high resolution, high signal-noise ratio (SNR)
and high dynamic range rendering in the large overlap-
ping FOV. On the other hand, this form is for synthetic
aperture imaging.

For high performance imaging, Baker and Tanguay (2005)
have developed a system of up to 24 cameras with abutting
FOV whose images are mosaicked yielding video with
higher pixel resolution than the individual camera. Sim-
ilarly, Daiki and Hitoshi (2015) proposed a prototype of
super-resolution camera array system comprising 12 low-
cost Web camera devices to achieve approximately a 2 dB

higher S/N ratio. A larger scale implementation of array
was developed by Bennett et al. (2005) using 96 cameras
to acquire the 7 megapixel video, they also increased the
dynamic range by trading off the field of view and using
different exposures across their cameras. Next, they used
52 wide-angel cameras with full overlapping FOV with 30
staggered frames per second to achieve a high speed video
with 1560fps (Bennett et al. (2004)). However, their sys-
tem used multiple workstations and its infrastructure such
as the camera grid, interconnects, and workstations were
bulky, making them less suitable for onsite tasks. Ding
et al. (2011) firstly presented a portable 3x3 camera array
system of Pointgrey Flea2 cameras for acquiring the dy-
namic fluid surfaces and used high speed imaging scheme
that was similar with Bennett et al. (2004)’s idea that he
interleaved the exposure time at each camera. The system
was able to perform at 60fps under the condition that
the maximum frame rate of each camera was 30fps. For
synthetic aperture imaging which receives great attention
from researchers during the last two decades, its pioneer
works were proposed by Levoy et al in the Stanford, e.g.
Levoy et al. (2004); Vaish et al. (2006). They set up a two-
dimensional camera array and aligned multiple cameras
to a focus plane to simulate a giant virtual lens, enabling
us to synthesize images which would be impossible for an
ordinary camera len. Based on this technology, camera
array experiences the transformation from area array e.g.
Vaish et al. (2004, 2006)to linear array e.g. Yang et al.
(2016); Zhao et al. (2013); Joshi et al. (2007).

B. Multiple centers of projection Multiple centers of
projection denotes that cameras are spread over a wide
baseline to capture the scene from many different points of
view to provide the multi-view information for stitching a
large FOV (with small overlapping FOV of camera array),
e.g. Baker and Tanguay (2005); Najeem et al. (2016) or
three-dimensional imaging (with large overlapping FOV
of camera array), e.g. Tobias and Hanno (2010); Xie et al.
(2016). In spite of this, the distinguishing properties of
multiple centers of projection can be obvious in the radial
arrangement in Section 2.2 A.

2.2 Radial Arrangement

By radial arrangement, cameras in the array are aligned to
form a circle (2D) or hemisphere (3D) for multi-view image
acquisitions. According to the directions of optical axes
of cameras, radial arrangement can be further classified
into two forms: toed-in camera array and toed-out camera
array as shown in Fig. 2.

Fig. 2. The radial arrangement of camera array

A. Toed-in camera array The optical axis of each cam-
era in the toed-in camera array converges to a common
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