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Abstract 

Selectively attending to one speaker in a multi-speaker scenario is thought to synchronize low-

frequency cortical activity to the attended speech signal. In recent studies, reconstruction of speech 

from single-trial electroencephalogram (EEG) data has been used to decode which talker a listener is 

attending to in a two-talker situation. It is currently unclear how this generalizes to more complex 

sound environments. Behaviorally, speech perception is robust to the acoustic distortions that 

listeners typically encounter in everyday life, but it is unknown whether this is mirrored by a noise-

robust neural tracking of attended speech. Here we used advanced acoustic simulations to recreate 

real-world acoustic scenes in the laboratory. In virtual acoustic realities with varying amounts of 

reverberation and number of interfering talkers, listeners selectively attended to the speech stream of 

a particular talker. Across the different listening environments, we found that the attended talker 

could be accurately decoded from single-trial EEG data irrespective of the different distortions in the 
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