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ARTICLE INFO ABSTRACT

Keywords:
Video anomaly detection

The detection of abnormal behaviour in crowded scenes has to deal with many challenges. This paper presents
an efficient method for detection and localization of anomalies in videos. Using fully convolutional neural networks

CNN (FCNs) and temporal data, a pre-trained supervised FCN is transferred into an unsupervised FCN ensuring the

Transfer learning
Real-time processing

detection of (global) anomalies in scenes. High performance in terms of speed and accuracy is achieved by
investigating the cascaded detection as a result of reducing computation complexities. This FCN-based archi-

tecture addresses two main tasks, feature representation and cascaded outlier detection. Experimental results on
two benchmarks suggest that the proposed method outperforms existing methods in terms of accuracy regarding

detection and localization.

1. Introduction

The use of surveillance cameras requires that computer vision
technologies need to be involved in the analysis of very large volumes
of video data. The detection of anomalies in captured scenes is one of
the applications in this area.

Anomaly detection and localization is a challenging task in video
analysis already due to the fact that the definition of “anomaly” is
subjective, or context-dependent. In general, an event is considered to
identify an “anomaly” when it occurs rarely, or unexpected; for ex-
ample, see Sabokrou et al. (2017b).

Compared to the previously published deep-cascade method in
Sabokrou et al. (2017b), this paper proposes and evaluates a different
and new method for anomaly detection. Here we introduce and study a
modified pre-trained convolutional neural network (CNN) for detecting
and localizing anomalies. In difference to Sabokrou et al. (2017b), the
considered CNN is not trained from scratch but “just” fine-tuned. More
in detail, for processing a video frame, Sabokrou et al. (2017b) outlined
a method where the frame was first divided into a set of patches, then
the anomaly detection was organised based on levels of patches. In
difference to that, the input of the proposed CNN algorithm is a full
video frame in this paper. As a brief preview, the new method is
methodically simpler but faster in both the training and testing phase
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where the accuracy of anomaly detection is comparable to the accuracy
of the method presented in Sabokrou et al. (2017b).

In the context of crowd scene videos, anomalies are formed by rare
shapes or rare motions. Due to the fact that looking for unknown shapes
or motions is a time-consuming task, state-of-the-art approaches learn
regions or patches of normal frames as reference models. Indeed, these
reference models include normal motion or shapes of every region of
the training data. In the testing phase, those regions which differ from
the normal model are considered to be abnormal. Classifying these re-
gions into normal and abnormal requires extensive sets of training
samples in order to describe the properties of each region efficiently.

There are numerous ways to describe region properties. Trajectory-
based methods have been used to define behaviours of objects.
Recently, for modeling spatio-temporal properties of video data, low-
level features such as the histogram of gradients (HoG) or the histogram of
optic flows (HoF) are used. These trajectory-based methods have two
main disadvantages. They cannot handle occlusion problems, and they
also suffer from high complexity, especially in crowded scenes.

CNNs proved recently to be useful for defining effective data ana-
lysis techniques for various applications. CNN-based approaches out-
performed state-of-the-art methods in different areas including image
classification (Krizhevsky et al., 2012), object detection (Girshick et al.,
2014), or activity recognition (Simonyan and Zisserman, 0000). It is
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argued that handcrafted features cannot efficiently represent normal
videos (Sabokrou et al., 2016; 2015; 2017a; Xu et al., 2015). In spite of
these benefits, CNNs are computationally slow, especially when con-
sidering block-wise methods (Girshick et al., 2014; Giusti et al., 2013).
Thus, dividing a video into a set of patches and representing them by
using CNNs, should be followed by a further analysis with taking care
about possible ways of speed-ups.
Major problems in anomaly detection using CNNs are as follows:

1. Too slow for patch-based methods; thus, CNN is considered as being
a time-consuming procedure.

2. Training a CNN is totally supervised learning; thus, the detection of
anomalies in real-world videos suffers from a basic impossibility of
training large sets of samples from non-existing classes of anomalies.

Due to these difficulties, there is a recent trend to optimize CNN-
based algorithms in order to be applicable in practice. Faster-RCNN
(Ren et al., 2015) takes advantage of convolutional layers to have a
feature map of every region in the input data, in order to detect the
objects. For semantic segmentation, methods such as
Shelhamer et al. (2016), Long et al. (2015) use fully convolutional net-
works (FCNs) for traditional CNNs to extract regional features. Making
traditional classification CNNs to work as a fully convolutional network
and using a regional feature extractor reduces computation costs. In
general, as CNNs or FCNs are supervised methods, neither CNNs nor
FCNs are capable for solving anomaly detection tasks,

To overcome aforementioned problems, we propose a new FCN-
based structure to extract distinctive features of video regions. This new
approach includes several initial convolutional layers of a pre-trained
CNN using an AlexNet model (Krizhevsky et al., 2012) and an addi-
tional convolutional layer. AlexNet, similar to Zhou et al. (2014), is a
pre-trained model proposed for image classification by using ImageNet
(Deng et al., 2009; ImageNet, 2017) and the MIT places dataset
(MIT places database, 2017). Extracted features, by following this ap-
proach, are sufficiently discriminative for anomaly detection in video
data.

In general, entire frames are fed to the proposed FCN. As a result,
features of all regions are extracted efficiently. By analysing the output,
anomalies in the video are extracted and localized. The processes of
convolution and pooling, in all of the CNN layers, run concurrently. A
standard NVIDIA TITAN GPU processes = 370 frames per second (fps)
when analyzing (low-resolution) frames of size 320 x 240. This is
considered to be “very fast”.

The main contributions of this paper are as follows:

e To the best of our knowledge, this paper is one of the first where
FCN is used for anomaly detection.

e We adapt a pre-trained classification CNN to an FCN for generating
video regions to describe motion and shape concurrently.

e We propose a new FCN architecture for time-efficient anomaly de-
tection and localization.

e The proposed method performs as well as state-of-the-art methods,
but our method outperforms those with respect to time; we ensure
real-time for typical applications.

e We achieved a processing speed of 370 fps on a standard GPU; this is
about three times faster than the fastest existing method reported so
far.

Section 2 provides a brief survey on existing work. We present the
proposed method in Section 3 including the overall scheme of our
method, and also details for anomaly detection and localization, and for
the evaluation of different layers of the CNN for performance optimi-
zation. Qualitative and quantitative experiments are described in
Section 4. Section 5 concludes.
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2. Related work

Object trajectory estimation is often of interest in cases of anomaly
detection; see Jiang et al. (2011), Wu et al. (2010), Piciarelli and
Foresti (2006), Piciarelli et al. (2008), Antonakaki et al. (2009),
Calderara et al. (2011), Morris and Trivedi (2011), Hu et al. (2006) and
Tung et al. (2011). An object shows an anomaly if it does not follow
learned normal trajectories. This approach usually suffers from many
weaknesses, such as disability to efficiently handle occlusions, and
being too complex for processing crowded scenes.

To avoid these two weaknesses, it is proposed to use spatio-temporal
low level features such as optical flow or gradients. Zhang et al. (2005)
use a Markov random field (MRF) to model the normal patterns of a
video with respect to a number of features, such as rarity, un-
expectedness, and relevance. Boiman and Irani (2007) consider an
event as being abnormal if its reconstruction is impossible by using
previous observations only. Adam et al. (2008) use an exponential
distribution for modeling the histograms of optical flow in local regions.

A  mixture of dynamic textures (MDT) is proposed by
Mahadevan et al. (2010) for representing a video. In this method, the
represented features fit into a Gaussian mixture model. In
Li et al. (2014), the MDT is extended and explained in more details.
Kim and Grauman (2009) exploit a mixture of probabilistic PCA (MPPCA)
model for representing local optical flow patterns. They also use an
MREF for learning the normal patterns.

A method based on motion properties of pixels for behavior mod-
eling is proposed by Benezeth et al. (2009). They described the video by
learning a co-occurrence matrix for normal events across space-time.
In Kratz and Nishino (2009), a Gaussian model is fitted into spatio-
temporal gradient features, and a hidden Markov model (HMM) is used
for detecting the abnormal events.

Mehran et al. (2009) introduce social force (SF) as an efficient
technique for abnormal motion modeling of crowds. Detection of ab-
normal behavior, using a method based on spatial-temporal oriented
energy filtering, is proposed by Zaharescu and Wildes (2010).

Cong et al. (2011) construct an over-complete normal basis set from
normal data. A patch is considered to be abnormal if it is impossible
reconstructing it with this basis set.

In Antic and Ommer (2011), a scene parsing approach is proposed
by Antic et al. All object hypotheses for the foreground of a frame are
explained by normal training. Those hypotheses, that cannot be ex-
plained by normal training, are considered as showing an anomaly.
Saligrama et al. propose in Saligrama and Chen (2012) a method based
on clustering of test data using optic-flow features. Ullah and
Conci (2012) introduced an approach based on a cut/max-flow algo-
rithm for segmenting crowd motion. If a flow does not follow the reg-
ular motion model, it is considered as being an anomaly.
Lu et al. (2013) propose a fast (140-150 fps) anomaly detection method
based on sparse representation.

In Roshtkhari and Levine (2013a), an extension of the bag of video
words (BOV) approach is used by Roshtkhari et al. A context-aware
anomaly detection algorithm is proposed in Zhu et al. (2013) where
authors represent a video using motions and the context of the video.
In Cong et al. (2013), a method for modeling both motion and shape
with respect to a descriptor (named “motion context”) is proposed;
authors consider anomaly detection as a matching problem.
Roshtkhari and Levine (2013b) introduce a method for learning
dominant events of a video by using the construction of a hierarchical
codebook. Ullah et al. (2013) learn an MLP neural network using
trained particles to extract the video behavior. A Gaussian mixture model
(GMM) is exploited for learning the behavior of particles using ex-
tracted features. In addition, in Ullah et al. (2014b), an MLP neural
network for extracting corner features from normal training samples is
proposed; authors also label the test samples using that MLP.

Ullah et al. (2014a) extract corner features and analyze them based
on their motion properties by an enthalpy model, using a random forest
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