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a b s t r a c t 

With the increasing penetration of security threats, the severity of their impact on the 

underlying network has increased manifold. Hence, a robust anomaly detection technique, 

Fuzzified Cuckoo based Clustering Technique (F-CBCT), is proposed in this paper which 

operates in two phases: training and detection. The training phase is supported using De- 

cision Tree followed by an algorithm based on hybridization of Cuckoo Search Optimiza- 

tion and K-means clustering. In the designed algorithm, a multi-objective function based 

on Mean Square Error and Silhouette Index is employed to evaluate the two simultaneous 

distance functions namely-Classification measure and Anomaly detection measure. Once 

the system is trained, detection phase is initiated in which a fuzzy decisive approach is 

used to detect anomalies on the basis of input data and distance functions computed in 

the previous phase. Experimental results in terms of detection rate (96.86%), false posi- 

tive rate (1.297%), accuracy (97.77%) and F-Measure (98.30%) prove the effectiveness of the 

proposed model. 

© 2017 Elsevier Ltd. All rights reserved. 

1. Introduction 

Anomaly detection is an important component of data analysis that deals with the discovery of rare or unusual patterns 

which deviate significantly from the normal behaviour of data and possess unusual distributions. The rapid growth of infor- 

mation technology has resulted in the enhancement of security threats in computer networks. Since any malicious activity 

on network may lead to serious consequences, the importance of information carried out in these networks makes the task 

of anomaly detection very crucial [1] . 

On the basis of taxonomy, detection techniques are classified into two categories: Signature Based Detection and Anomaly 

Detection [2] . Signature-based detection techniques operate in the same way as virus scanners detect the malicious events. 

They examine the network traffic by comparing it with the signatures of known attacks to identify anomalous events which 

exploit vulnerabilities. These techniques are capable of detecting only those vulnerable instances for which signatures have 

been defined, but fail to detect unfamiliar attacks. 

On the contrary, the network anomaly detection classifies network traffic as normal or anomalous without any knowledge 

about their signatures. These techniques lay on the baseline model for identifying network vulnerabilities, where baseline 

describes the minimal criteria required for acceptable network behaviour [3] . The event that falls outside the range of this 
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acceptable baseline model is considered as anomalous. Thus, anomaly detection techniques clearly have an advantage over 

signature-based techniques, where attacks with known signatures can be identified by considering the baseline model [4] . 

Anomaly detection techniques are used in many application domains and each domain requires a different approach to 

serve it [5] . In the context of data mining, anomaly detection algorithms are broadly classified into three categories: Su- 

pervised, Semi-Supervised, and Unsupervised. Supervised anomaly detection techniques learn a classifier using labeled data 

instances in order to classify them as either normal or anomalous. Since these techniques can detect only those vulnerabili- 

ties for which the labels are defined, they are relevant only in domains where labeled data is available to train the classifier. 

Semi-supervised anomaly detection techniques, on the other hand, make use of labeled data as well as unlabeled data for 

making the detections. Unsupervised anomaly detection techniques detect the anomalies in unlabeled dataset without hav- 

ing prior knowledge about the dataset labels. Thus, these techniques are believed to be of great relevance with respect to 

anomaly detection [6] . 

The remainder of the paper is organized as follows: In Section 2 , related work is presented. Section 3 gives a brief 

overview about the contributions of the proposed work. In Section 4 , F-CBCT is explained in detail. The results and discus- 

sions are presented in Section 5 , followed by conclusion and future scope in Section 6 . 

2. Related work 

The relevance of anomaly detection and its analysis has attracted researchers to contribute in this field. The success rate 

of these techniques depend on their high detection accuracies along with low false positive rates. To have a broader view 

of this domain, some of the anomaly detection techniques that have been proposed in the literature are discussed in this 

section. 

Ghanem et al. [7] introduced a novel anomaly detection technique using meta-heuristic method and genetic algorithm 

to escape from the problems of local optima and robust search. The proposed technique used a selection-based detector 

generation methodology to detect anomalies in large scale datasets. The work done by the authors to generate the detectors 

with such a high accuracy is quite convincing but in order to increase the adaptability and flexibility of the proposed model, 

the values of the parameters used by the multi-start searching method and genetic algorithm should be decided dynam- 

ically instead of setting them apriori. Aburomman and Reaz [8] combined Support Vector Machines (SVM) and K-Nearest 

Neighbors (KNN) along with Particle Swarm Optimization (PSO) to propose a hybrid intrusion detection technique. In the 

proposed approach, KNN and SVM experts are trained using binary classifiers and these classifiers are combined using PSO 

and Weighted Majority Algorithm (WMA). Ensembles are created to combine the expert opinions to reach the final classi- 

fication decision. Similarly, Shahreza et al. [9] combined Self-Organized Maps (SOM) and PSO for the purpose of anomaly 

detection. In order to validate the proposed unsupervised approach, a case study was performed on forest fire detection. 

Data clustering techniques help to evaluate the dataset instances which are homogeneous in nature. The K-means tech- 

nique is the simplest and most intuitive partitioning technique but it suffers from local convergence and initialization of 

clusters like problems. Inspired from K-means technique, a number of partitioning algorithms have been developed by re- 

searchers like K-medoid, fuzzy C-means (FCM), etc. K-medoids algorithm divides a dataset into number of partitions by min- 

imizing the absolute distance between the points and the centroid rather than minimizing the square distance. K-medoid 

is found to be more robust than K-means algorithm, but it is more expensive as it involves pairwise distance computa- 

tion. Both K-means and K-medoids tend to give inaccurate results during cluster overlapping scenarios. In such cases, better 

accuracy can be achieved using FCM, in which each element is assigned to the cluster having highest membership grade. 

Thus, the nature of the patterns associated with the dataset should be evaluated carefully before selecting the appropriate 

clustering technique [10] . 

Dash and Liu [11] demonstrated the importance of feature selection in clustering. It has been shown that clustering algo- 

rithms are highly sensitive to the dimensionality of data. A relevant subset of features is thereby required for improving the 

performance of clustering algorithms. Thus, the authors employed RANK algorithm to order the features according to their 

importance in the cluster. Experimental evaluation of their work validated the effectiveness of the designed feature selec- 

tion algorithm. Similarly, Fong et al. [12] proposed Accelerated PSO based feature selection algorithm for mining streams in 

big data. The related performance evaluation was done by collecting big data with high dimensionality. Duan et al. [13] also 

propounded clustering based technique which was facilitated by hierarchical feature selection scheme. The author employed 

partial distance strategy to reduce the dimensionality of the dataset. The experimental analysis of the proposed technique 

along with various other state-of-the-art algorithms proved the effectiveness of the same. 

Karami and Guerrero-Zapata [14] developed a hybrid technique for proactive prediction of DoS attacks in named data 

networking environment. In this approach, a combination of multi-objective optimization and PSO was used to resolve the 

hybrid learning problem of Radical Basis Function (RBF) Network. This RBF-based network classifier was then utilized to im- 

prove the prediction accuracy of DoS attacks. Another work by Karami and Guerrero-Zapata [15] combined PSO and K-means 

algorithms for anomaly detection in content-centric networks. The proposed detection system operates in two phases: train- 

ing and detection. The training phase employs two simultaneous cost functions, i.e., Davies–Bouldin Index (DBI) and Mean 

Square Error (MSE), whereas detection phase utilizes two distance-based approaches, i.e., classification and outlier. In train- 

ing phase, the hybridization of PSO and K-means determines the optimal number of clusters while the fuzzy approach em- 

ployed in detection phase detects the anomalies. Further, the performance was evaluated in terms of sensitivity, specificity 

and accuracy. Motivated from this work, we present a Fuzzified Cuckoo based Clustering Technique (F-CBCT) for network 
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