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Abstract: This paper studies the problem of sensor anomaly detection, estimation and recovery for the
roll dynamic model of a generic delta-wing aircraft. The proposed algorithm employs particle filtering
and maximum likelihood methods to detect and estimate the anomaly. The estimated anomaly is then
used to correct the sensor readings. It is assumed that both the system model and sensor outputs are
corrupted by noise, which are not necessarily Gaussian. Simulation results are presented to show the
performance of the proposed algorithm.

1. INTRODUCTION

Fault detection and recovery techniques are attractive algo-
rithms for practitioners implementing control and estimation
algorithms in critical infrastructure, and such methods have
attracted considerable research interest; see e.g. the survey pa-
pers Isermann (1984); Hwang et al. (2010); Samy et al. (2011);
Chen and Patton (2012). Observer-based fault detection tech-
niques are among the most common approaches used for fault
detection; see Hwang et al. (2010); Chen and Patton (2012).
The basic concept underlying observer-based fault detection
techniques is the generation of a residual (or innovation) se-
quence and the use of a threshold function. One is then typically
interested in false-alarm and missed detection rates etc., under
particular modelling and uncertainty/noise assumptions.

Early detection of faults, anomalous behaviour and/or attacks
are critical to establish a reliable and safe flight operation,
and therefore fault detection and fault-tolerant control methods
applied to aircraft flight control have received considerable
attention. The literature on fault-tolerant control and fault-
detection covers manned aircraft (see Brière and Traverse,
1993; Edwards et al., 2010), autonomous fixed wing UAVs (see
Cork and Walker, 2007; Bateman et al., 2011; Kwon et al.,
2014) and helicopters (see Heredia et al., 2008). Indeed, the
literature here is too broad to cover adequately; see the short
bibliography and the references therein: Patton (1991); Saif
and Guan (1993); Brière and Traverse (1993); De Persis et al.
(2001); Marcos et al. (2005); Kobayashi and Simon (2007);
Alwi and Edwards (2008); Edwards et al. (2010); Alcorta-
Garcia et al. (2011); Shen et al. (2013); Van Eykeren and Chu
(2014); Deghat et al. (2016).

The two primary classes of critical aircraft faults are sensor
faults (see Kobayashi and Simon, 2007; Alwi and Edwards,
2008; Berdjag et al., 2012; Van Eykeren and Chu, 2014; Hansen
and Blanke, 2014; Deghat et al., 2016) and actuator failures
(see De Persis et al., 2001; Shen et al., 2013). In this work, we
consider sensor anomalies. Here, the term anomaly may refer
to fault, bias, or attack. Sensor anomalies lead to erroneous
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state estimation and ultimately to incorrect controller operation
(whether the controller be human-in-the-loop or autonomous
(Kwon et al., 2014; Hansen and Blanke, 2014)). Efficient sensor
anomaly detection methods aim to mitigate the negative impact
of errors on the flight controller. One of the major difficulties
in this field is model and sensor nonlinearity (Hansen and
Blanke, 2014). In this work, we focus on a generic delta-
wing aircraft, whose dynamics are nonlinear in the roll and
roll-rate. Delta-wing aircraft and their variations have found
application in high-speed, high-altitude, fighter-jet interceptors
(Gordiner, 1995). Such aircraft are also common in current
fixed wing UAV designs as they are relatively cheap to build,
they can efficiently maximize wing surface area, and they are
structurally robust.

Contribution: A fault-detection algorithm for a nonlinear dy-
namical aircraft model is proposed which is based on particle
filtering (see Doucet et al., 2001; Ristic et al., 2004) and max-
imum likelihood methods. An advantage of the particle filter-
ing method (over, e.g, unscented filter and extended Kalman
filter) is that it can tackle highly nonlinear systems with non-
Gaussian noise statistics. This filter is asymptotically optimal
in the Bayesian sense and it can be rigorously proven that the
approximation error is mostly uniformly bounded in time (i.e
the approximation error does not accumulate over time) and is
controlled in a clear fashion by the number of particles em-
ployed in the approximation (see Del Moral, 2004). As noted,
here we consider a generic model for the roll dynamics of a
delta-wing aircraft. Such aircraft are particularly susceptible to
faulty sensor readings (and consequently) faulty actuation since
they are inherently (open-loop) unstable (see Konstadinopoulos
et al., 1985; Ahmadian et al., 2015). Despite this instability
however, such aircraft are increasingly of interest as previously
noted and thus effective fault-detection is well motivated here.

2. SYSTEM MODEL

2.1 Aircraft model

Consider a delta-wing aircraft, shown in Fig. 1, whose roll
angle and roll rate can be controlled by ailerons which are
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Fig. 2. Aircraft roll angle ϕ(t) when controlled by (6).
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Fig. 3. Aircraft roll rate p(t) when controlled by (6).

Arulampalam et al. (2002); Ristic et al. (2004); Cappé et al.
(2005). Consider the discrete-time version of (4) given by

Xk = fk(Xk−1, νk−1)

Yk = hk(Xk, wk).
(9)

Here k denotes the time index. In a Bayesian tracking problem,
we are interested in recursively estimating the state Xk at time
k using measurements from the initial time up to time k, that
is Y1:k. In this case, we want to obtain the probability density
function p(Xk|Y1:k) assuming we know p(X0|Y0). To obtain
p(Xk|Y1:k) recursively, we assume p(Xk−1|Y1:k−1) at time k−
1 is available and calculate the prior of Xk using the following
Chapman-Kolmogrov equation (Arulampalam et al., 2002)

p(Xk|Y1:k−1) =

∫
p(Xk|Xk−1) p(Xk−1|Y1:k−1) dXk−1,

(10)
where p(Xk|Xk−1) is the state transition kernel and is defined
by the system equation in (9) and the statistics of the system
noise. Then at time k when the sensor reading Yk is available,
we use Bayes’ rule to obtain

p(Xk|Y1:k) =
p(Yk|Xk)p(Xk|Y1:k−1)

p(Yk|Y1:k−1)
(11)

where

p(Yk|Y1:k−1) =

∫
p(Yk|Xk) p(Xk|Y1:k−1) dXk (12)

is the likelihood marginal (or the normalizing constant). Note
that the likelihood function p(Yk|Xk) is defined by the mea-
surement model in (9) and the measurement noise statistics.

The recursive structure of the filter allows estimation of the un-
derlying dynamic process to be carried out ‘on-line’ over a long
time horizon and incorporating measurements as they become

available. However, it is well known that to this point such a
filter is impractical since at the level of arbitrary probability
measures it must be considered of infinite dimension.

3.1 Particle filter

The particle filter (PF) is an approximate Bayesian filter that can
be applied to nonlinear systems with (possibly) non-Gaussian
initial state and noise distributions. The basic idea (see Doucet
et al., 2001; Del Moral, 2004; Ristic et al., 2004; Cappé et al.,
2005) of the PF is to estimate the posterior density func-
tion p(Xk|Y1:k) using a set of Ns random samples, xi

k, i =
1, · · · , Ns, with associated weights, wi

k, i = 1, · · · , Ns. That
is, suppose we start with an initially sampled approximation of
p(Xk|Y1:k) given by

p(Xk|Y1:k) ≈ p̂(Xk|Y1:k) =

Ns∑
i=1

wi
kδ(Xk − xi

k),

Ns∑
i=1

wi
k = 1

(13)
where δ(x − a) is a delta-Dirac measure over x centered at
a. The samples xi

k ∈ R2 and weights wi
k ∈ R are defined

via the principal of importance sampling (see Arulampalam
et al., 2002; Cappé et al., 2005). To this end we introduce
an importance proposal q(Xk|Y1:k) and define the weights
according to

wi
k =

p(xi
k|Y1:k)

q(xi
k|Y1:k)

, xi
k ∼ q(Xk|Y1:k), ∀i = 1, · · · , Ns

(14)
with normalisation wi

k = wi
k/

∑Ns

j=1 w
j
k. There are a number of

motivating factors for importance sampling and one is simply
that the distribution q(·) may be easier to sample from than p(·);
see Doucet et al. (2001); Arulampalam et al. (2002); Del Moral
(2004); Cappé et al. (2005). Supposing now one has a sampled
approximation

p(Xk−1|Y1:k−1) ≈ p̂(Xk−1|Y1:k−1)

=

Ns∑
i=1

wi
k−1δ(Xk−1 − xi

k−1),

Ns∑
i=1

wi
k−1 = 1

(15)

then the updated approximation of p(Xk|Y1:k) can be deter-
mined by

wi
k = wi

k−1

p(Yk|xi
k)p(x

i
k|xi

k−1)

q(xi
k|xi

k−1, Yk)
,

xi
k ∼ q(Xk|xi

k−1, Yk), ∀i = 1, · · · , Ns

(16)

with normalisation wi
k = wi

k/
∑Ns

j=1 w
j
k and where we have

assumed some additional structure on the proposal distribution
(Arulampalam et al., 2002). In this case we arrive at

p(Xk|Y1:k) ≈ p̂(Xk|Y1:k) =

Ns∑
i=1

wi
kδ(Xk − xi

k),

Ns∑
i=1

wi
k = 1

(17)
and the recursion is immediate, albeit we have not yet specified
the form of q(xi

k|xi
k−1, Yk).

In practice, the particle recursion given above suffers from
a problem known as degeneracy (Arulampalam et al., 2002)
whereby all but one particle ends up with negligible weighting.
As a consequence, a procedure known as resampling is needed;
without which it is known (see Doucet et al., 2001; Arulam-
palam et al., 2002; Del Moral, 2004; Cappé et al., 2005) that
degeneracy is guaranteed to occur. Resampling is the process
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the movable surfaces of the aircraft wing segments located
symmetrically on the outboard portions. Moving one of the
ailerons down and the other one up induces a positive or
negative roll rate of the aircraft. The difference between the left
and the right aileron positions is called the differential aileron
which is denoted by δa(t) and is the control input signal for
regulating the aircraft roll dynamics.

left aileron

right aileron

engine

fuselage

delta wing

Fig. 1. Delta-wing aircraft. Source: Lavretsky and Wise (2012).

A generic delta wing rock dynamic model can be written as
(Lavretsky and Wise, 2012, Chapter 9):

ϕ̈ = θ1ϕ+ θ2ϕ̇+ (θ3|ϕ|+ θ4|ϕ̇|)ϕ̇+ θ5ϕ
3 + θ6δa + ν, (1)

where ϕ(t) is the aircraft roll angle (deg), ν(t) is the system
uncertainty/noise, and the constant parameters of the aircraft
are (for example) specified by,

θ1 = −0.018, θ2 = 0.015, θ3 = −0.062,
θ4 = 0.009, θ5 = 0.021, θ6 = 0.75.

Define p(t) := ϕ̇(t) as the roll rate (deg/s), and assume the
control input signal δa(t) is a function of the measurements
y1(t) and y2(t) which are, respectively, the possibly faulty
measurements of ϕ(t) and p(t). Then the dynamic model (1)
can be rewritten as[

ϕ̇
ṗ

]

︸ ︷︷ ︸
Ẋ

=

[
0 1
θ1 θ2

]

︸ ︷︷ ︸
A

[
ϕ
p

]

︸ ︷︷ ︸
X

+

[
0
1

]

︸︷︷︸
B

(
θ6δa(y1, y2) + g(X) + ν

)

[
y1
y2

]

︸ ︷︷ ︸
Y

=

[
ϕ
p

]

︸ ︷︷ ︸
X

+ α︸︷︷︸
anomaly

+ ω

(2)

where

g(X) = [θ3 θ4 θ5]︸ ︷︷ ︸
Θ�



|ϕ|p
|p|p
ϕ3




︸ ︷︷ ︸
Φ(ϕ,p)

, (3)

α(t) ∈ R2 denotes the sensor anomaly (excluding noise) and
ω(t) ∈ R2 denotes the measurement noise.

Summarising the above description of the aircraft motion
model, we can write down the following general state-space
description of the aircraft which will be used in the next section,

Ẋ = f(X, ν)

Y = h(X,ω) = X + α+ ω
(4)

where f is a nonlinear function defined accordingly by the
kinematic and dynamic equations previously stated. At this
point we do not specify the noise statistics of ν and ω, but one
may assume they are additive, zero-mean, Gaussian random
variables with covariance matrices Q and R for convenience.

2.2 Control system

The control objective is to asymptotically track the state
Xref (t) of the following reference model[

ϕ̇ref

ṗref

]

︸ ︷︷ ︸
Ẋref

=

[
0 1

−ω2
n −2ζωn

]

︸ ︷︷ ︸
Aref

[
ϕref

pref

]

︸ ︷︷ ︸
Xref

+

[
0
ω2
n

]

︸ ︷︷ ︸
Bref

ϕcmd(t)︸ ︷︷ ︸
r(t)

(5)

which can be driven by any bounded command ϕcmd(t) = r(t),
where ωn and ζ are respectively the desired natural frequency
and damping ratio.

In order to simplify the stability analysis and to focus attention
on the anomaly detection method, we propose the following
simple control law to control the roll angle and rate. More
advanced control laws for the roll dynamic of a generic delta-
wing aircraft can be found in the literature, see e.g. the adaptive
controllers in Lavretsky and Wise (2012); Ahmadian et al.
(2015). The control law is defined as

δa(t) = K�
x

[
y1
y2

]
+ krr −Θ�Φ(y1, y2) (6)

where Θ and Φ are defined in (3), r(t) = ϕcmd(t) is the
reference command, and Kx ∈ R2×1 and kr ∈ R are constants
which should be designed such that the system model in (2)
is equal to the reference model (5) when the anomaly and
uncertainty/noise terms are assumed to be zero.

To design the controller gains Kx and kr, we equate the right
hand sides of (2) and (5) and obtain that

Kx = − 1

θ6

[
ω2
n + θ1

2ζωn + θ2

]
, kr =

ω2
n

θ6
. (7)

Assume, for example, that the desired natural frequency and
damping ratio of the system are ωn = 1 and ζ = 0.7. Then

Kx = −
[
1.31
1.89

]
, kr = 1.33. (8)

It is clear that when there is no fault and no noise in the system,
the above control law stabilises the roll dynamic. We simulate
the above controller to show the transient and steady state
performance of the closed-loop system. The roll angle ϕ(t) and
roll rate p(t) are depicted in Fig. 2 and Fig. 3, respectively. It
can be seen that ϕ(t) and p(t) converge quickly to ϕref (t) and
pref (t).

3. BAYES FILTER

We now introduce the general Bayes filter and its approxima-
tion given by the so-called particle filter (or sequential Monte
Carlo method). For more details see, e.g., Doucet et al. (2001);
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