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a b s t r a c t 

The state of classifier incongruence in decision making systems incorporating multiple classifiers is often 

an indicator of anomaly caused by an unexpected observation or an unusual situation. Its assessment is 

important as one of the key mechanisms for domain anomaly detection. In this paper, we investigate the 

sensitivity of Delta divergence, a novel measure of classifier incongruence, to estimation errors. Statisti- 

cal properties of Delta divergence are analysed both theoretically and experimentally. The results of the 

analysis provide guidelines on the selection of threshold for classifier incongruence detection based on 

this measure. 

© 2017 The Authors. Published by Elsevier Ltd. 
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1. Introduction 

Many sensor data analysis systems involve multiple classifiers 

to interpret input data, which leads to improved performance by 

virtue of exploiting complementary information derived from mul- 

tiple modalities of sensing, multiple representations, contextual in- 

formation, and hierarchical structuring of the interpretation pro- 

cess. In addition to increased performance, an important corollary 

of involving multiple experts in decision making is the ability to 

flag anomalies by looking for discrepancy between their outputs, 

referred to as incongruence. 

Anomaly detection, i.e. finding patterns in data that do not con- 

form to expected normal behaviour [1] , has been studied in many 

areas including statistical signal processing and pattern recogni- 

tion [2–7] , as well as a wide variety of applications, such as intru- 

sion detection for cyber-security [8–11] , surveillance [12,13] , video- 

based crowd-behaviour analysis [14–16] and fault detection in sen- 

sor systems [17,18] . A large number of techniques have been devel- 

oped for this problem, including the methods based on e.g. clas- 

sification, clustering, statistical modelling, among many others, as 

surveyed by Chandola et al. [1] , Markou and Singh [6,7] , and Patcha 

and Park [19] . The basic approach to anomaly detection adopted in 
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all these techniques is to compare incoming data against a refer- 

ence model that embodies normality. This approach is also known 

as outlier detection. 

Despite this effort, the development of good models of nor- 

mality for diverse applications is not without challenges. More- 

over, detecting anomalies in multiple classifier systems raises ad- 

ditional issues. It has been argued in [20] that in order to iden- 

tify and distinguish the multifaceted nature of anomaly and take 

appropriate control actions, a more complex system consisting of 

several other mechanisms are needed in addition to outlier de- 

tection. They include data quality assessment, classifier decision 

confidence estimation and classifier incongruence detection [20] . 

Among these mechanisms, classifier incongruence detection, in 

other words measuring the disagreement between the classifiers 

embodied in the system, is of paramount importance. It helps 

to differentiate between certain types of anomalous events such 

an out-of-context event, where an event is unexpected, a rare 

event, where a given configuration of components occurs very in- 

frequently, or an unknown structure [20] . This mechanism is the 

subject and focus of this paper. 

A simple example of anomaly detection using incongruence is 

out-of-vocabulary word detection in speech recognition [21] . A 

speech recognition system would typically involve a hierarchical 

decision making strategy based on the outputs of noncontextual 

and contextual classifiers. Noncontextual classifiers operating at a 

low level of representation attempt to identify phonemes based 

on the speech content, whereas contextual classifiers combine this 
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low level symbolic representation with prior knowledge to seg- 

ment and recognise larger semantic units such as words. Implic- 

itly, in this complex decision making process, we get two opinions 

about the identity of each phoneme: one derived from the con- 

textual classifier and one from its noncontextual counterpart. For 

successful speech understanding, we do not necessarily need to be 

concerned with the low level interpretation process. However, by 

monitoring the outputs of both contextual and noncontextual clas- 

sifiers we may glean very useful information which could enable 

us to qualify the failure of the speech recognition system to inter- 

pret input data. For instance, if the low level classifier makes confi- 

dent decisions about the identity of the phonemes, but a sequence 

of the detected phonemes does not produce a meaningful output, 

the system may be encountering an out-of-vocabulary word. Dis- 

cerning such nuances in sensor data interpretation would allow 

us to act accordingly. This, however, requires a reliable method 

of classifier incongruence detection which can spot and discrim- 

inate disagreements in classifier opinions about one or more 

hypotheses. 

Detecting incongruence can be formulated as a statistical hy- 

pothesis testing problem [6] . This typically involves some propo- 

sition, referred to as a null hypothesis and a test statistics. If the 

outcome of the test statistics is consistent with its known distri- 

bution model, then the null hypothesis is accepted. An outlier of 

that distribution would lead to the hypothesis rejection. An obser- 

vation is considered an outlier at a given level of significance, i.e. if 

the test statistics value exceeds a threshold corresponding to some 

vestigial probability, such as 5% or 1%. Accordingly, the proposition 

in incongruence detection is that two classifier outputs are congru- 

ent. If the test statistics exceeds a threshold corresponding to the 

required level of significance then the hypothesis is rejected, that 

is the classifier outputs are deemed incongruent. Let us empha- 

sise here that measuring classifier incongruence is meaningful only 

when a dominant class probability output by a classifier exceeds 

a certain confidence level and there is sufficient margin between 

the probabilities of the dominant class and the next strongest 

class. 

Clearly the test statistics is a crucial component of a hypothesis 

testing process. The choice not only influences its statistical prop- 

erties, but also how faithfully it reflects the concept tested. For in- 

stance, the throw of a coin and counting the number of heads in 

testing whether the coin is biased introduces a statistical element 

in the test process. A much more transparent test would consist 

in looking at both sides of the coin, which would immediately, in 

unambiguous terms, establish whether the coin is biased or not. 

It is the choice of the experiment of repeated trials, and the head 

count, which makes the hypothesis testing more difficult than it 

needs to be, and injects randomness in the experimental outcome. 

Moreover, this particular choice only reflects the phenomenon to 

be tested indirectly, rather than in the most transparent way pos- 

sible. 

A classical classifier incongruence test statistic is the Kullback–

Leibler (KL) divergence known as Bayesian surprise [22] . However, 

it has recently been pointed out that this measure has some de- 

ficiencies. In particular in multiclass problems, it has been shown 

to be unpredictably affected by the probabilities of nondominant 

classes (referred to as clutter) and a variant of the KL divergence, 

referred to as Decision–Cognizant KL (DC-KL) divergence has been 

proposed instead [23] . Some other undesirable properties of KL 

type divergence, induced by its log function, have been rectified 

by the recently proposed Delta divergence [24] . However, the key 

question not addressed so far, is whether the superior theoretical 

properties of Delta divergence are robust to estimation errors. For 

example, in multiple classifier fusion, sensitivity to errors changed 

the ranking of the product and sum fusion rules, although the for- 

mer is founded on sound theoretical principles. 

The aim of this paper is to investigate error sensitivity of Delta 

divergence as a measure of classifier incongruence. The study in- 

cludes a theoretical analysis of a few special cases to gain intuitive 

feeling for the behaviour of Delta divergence in noisy conditions. 

A more comprehensive investigation is carried out by simulation 

studies where the space of class a posteriori probabilities is sam- 

pled to estimate the probability distribution of noise-free Delta di- 

vergence values for various scenarios. The samples of the a pos- 

teriori probability distributions are then corrupted by estimation 

errors and their impact on Delta divergence is measured experi- 

mentally. The aggregation of the statistical distributions of Delta 

divergence over different scenarios and the distribution of noise- 

free Delta divergence values produces the final test statistics dis- 

tribution which can be used to determine appropriate classifier 

incongruence detection thresholds. Although the simulation stud- 

ies are limited by the assumptions made regarding the estimation 

noise, their main merit is to give the reader a better understand- 

ing of the behaviour of Delta divergence. For practical purposes we 

propose guidelines for incongruence detector design, given a train- 

ing set of class probability estimates. The design procedure is il- 

lustrated on a problem of detecting incongruence of noncontextual 

and contextual classifiers developed to recognise action and activ- 

ity in breakfast dataset videos. 

In summary, the contributions of the paper include: 

• An error sensitivity analysis of Delta divergence utilising 

marginalisation of the test statistics over different scenarios 
• Estimation of the statistical distribution of Delta divergence as 

a basis for classifier incongruence threshold selection 

• Guidelines for classifier incongruence threshold selection in 

practical anomaly detection systems 

The paper is structured as follows. The background and re- 

lated work are the subjects of Section 2 . In Section 3 , Delta diver- 

gence is introduced as a novel classifier incongruence measure and 

its properties are related to the Bayesian surprise measure which 

is used as a baseline both theoretically and experimentally. The 

statistical properties of the proposed measure are investigated in 

Section 3.1 . In Section 4 , a discussion on how to determine the 

classifier incongruence threshold is carried out via experimental 

analysis on synthetic and real data. Finally, in Section 5 , the main 

results of this study are summarised and the paper is drawn to 

conclusion. 

2. Related work 

The idea of using classifier incongruence for anomaly detection 

has been advocated by Weinshall et al. in [25] . As in [25] , we con- 

sider just two decision making experts, classifying the data into 

one of m possible categories. Let ˜ P (ω j | x ) and P (ω j | x ) , j = 1 , . . . , m 

denote the a posteriori probabilities associated with the hypothe- 

sis that model ω j explains the input data, x , which have been es- 

timated by the two experts. If the two distributions are identical 

or similar, then the classifier outputs would be considered congru- 

ent. For measuring incongruence, Weinshall et al. [25] advocated 

the adoption of Itti’s Bayesian surprise measure [22] originally pro- 

posed for detecting content changes in video. In particular, by con- 

sidering the a posteriori class probability distribution output by 

one of the experts as a reference, one can detect incongruence by 

calculating 

D K = 

m ∑ 

j=1 

˜ P (ω j | x ) log 
˜ P (ω j | x ) 

P (ω j | x ) 
(1) 

which is basically the Kullback–Leibler divergence between the two 

distributions. 
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