Finding a trade-off between observability and economics in the fault detection of chemical processes
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SUMMARY

This paper presents a methodology to quantitatively gauge the potential economical loss due to unobserved faults when standard statistical monitoring charts are used. It is shown that in closed loop operation, a shorter time for detection may result from retuning the controller at the expense of higher product variability. Accordingly, an optimization approach is proposed for finding a trade-off between the economic losses resulting from lack of detection and losses resulting from higher product variability. In order to account for faults with different frequency contents, the method is applied in the frequency domain. The proposed optimization based methodology is later validated in the time domain.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

The need for efficient and profitable operation in chemical industries requires the use of efficient process monitoring strategies. Venkatasubramanian, Rengaswamy, Yin, & Kavuri, 2003; Venkatasubramanian, Rengaswamy, & Kavuri, 2003; Venkatasubramanian, Rengaswamy, Kavuri, & Yin, 2003, emphasized that the petrochemical industry loses over $20 billion per year due to inappropriate reaction to abnormal process behavior. Thus, faults have a serious impact on process economy, product quality, safety, productivity and pollution level. A fault may be defined as a deviation of at least one variable from an acceptable level (Isermann, 2006). The survey papers (e.g. Gertler, 1988; Himmelblau, 1978; Isermann, 1984; Willsky, 1976) provide a summary of early work in this area and (Venkatasubramanian, Rengaswamy, Yin, & Kavuri, 2003; Venkatasubramanian, Rengaswamy, & Kavuri, 2003; Venkatasubramanian, Rengaswamy, Kavuri, & Yin, 2003) provide a more recent account. Most of the available fault detection algorithms involve comparing the observed behavior of the process to the corresponding output of a reference model which may be mechanistic, empirical or semi empirical (Venkatasubramanian, Rengaswamy, Yin, & Kavuri, 2003; Venkatasubramanian, Rengaswamy, & Kavuri, 2003; Venkatasubramanian, Rengaswamy, Kavuri, & Yin, 2003). If the fault is observable, the fault detection scheme will generate fault symptom patterns which in turn are fed to the fault diagnosis scheme to determine the root cause of the observed abnormal behavior.

A fault diagnostic system is composed of a detection algorithm followed by a diagnosis scheme. An observable fault is defined as one that can be detected or observed from the chosen set of measurement variables in spite of the background noise. Lack of observability will result in a suboptimal operation due to the presence of an undetected fault.

When data is collected from a process while a fault is occurring, the application of a given statistical model to these data, either univariate or multivariate, is supposed to indicate the presence of the fault. If the statistical model fails to provide indication of the fault this may signify that the specific fault cannot be observed with that particular model. The most common reasons for this lack of observability are as follows: (a) the measured process variables exhibit low signal to noise ratios and (b) the measured variables do not contain sufficient information regarding this fault and more representative variable(s) should be used for detection (Raghuraj, Bhushan, & Rengaswamy, 1999; Kourtì, 2002). The latter reason is especially important when those variables used for detection are tightly controlled to satisfy quality requirements resulting in lack of information with respect to the fault detection scheme. Then, in order to detect a fault, it may be required to increase the variability, for example, by detuning the controller, so the fault can be observed.

On the other hand, detuning the controller causes deterioration of closed loop performance and possible loss of profit due to...
higher product variability. Hence, there is a tradeoff between fast fault detection on the one hand and good control on the other. Most of the available fault detection systems, in particular data driven techniques, are implemented as a supplement to the available control system. Despite the significant amount of research in fault detection, the topic of the interaction between control and fault diagnosis has not been extensively studied in particular in the context of fault observability and fault distinguishability. Jacobson and Nett (1991) proposed a four parameter controller setup as a generalization of the two degrees of freedom controllers and Tyler and Morari (1994) reformulated the four degrees of freedom controller into a general framework for which tools from optimal and robust control were applied. The main conclusion of their studies was that when uncertain plants are used in synthesizing a model based controller, the control and diagnostic systems must be synthesized simultaneously. The main drawbacks of these approaches are: (a) they did not use standard fault diagnostic algorithms (e.g. exponential weighted moving average (EWMA), cumulative sum (CUSUM), principal component analysis (PCA), partial least square (PLS), etc.) and (b) they did not address the economic impact of unobserved faults. Accordingly, the observability of the fault is related to its duration or alternatively to its frequency.

The paper is organized as follows. In Section 2, definitions and theoretical background are presented. The details of the algorithm and the models are given in Section 3. To illustrate the methodology, a simulation example based on an endothermic continuous stirred tank reactor is presented in Section 4. Analysis and discussion of the result are presented in Section 5 followed by conclusions.

2. Preliminaries and theoretical background

2.1. The tabular CUSUM

The cumulative sum chart is an efficient control chart that accumulates information collected over current and past samples. The tabular CUSUM is performed using the following two statistics

\[ C_j^+ = \max(0, C_{j-1}^+ + x_i - (\mu_{\text{in control}} + K)) \]

\[ C_j^- = \max(0, C_{j-1}^- + (\mu_{\text{in control}} + K) - x_i) \]

where \( C_0^+ \) and \( C_0^- \) are equal to zero. When either \( C_j^+ \) or \( C_j^- \) exceed a threshold \( H \), the process is out of control. Based on an extensive study, Montgomery (1997) provides guidelines for the selection of \( K \) and \( H \). In general, \( K = \delta \sigma_{\text{in control}} \) and \( H = h \sigma_{\text{in control}} \), where \( \sigma_{\text{in control}} \) is the in control standard deviation. A common choice for \( k \) and \( h \) are \( \delta/2 \) and 5, respectively. The variable \( \delta \) represents the expected shift in standard deviation units induced in the monitored variable.

2.2. Principal component analysis (PCA)

For a process with \( n \) measurement variables, one alternative is to use \( n \) univariate control charts to monitor the process. In order to simplify the presentation of information, a second alternative consists of using a principal component analysis (PCA) model to produce \( T^2 \) and \( Q \) charts for monitoring the \( n \) variables simultaneously. PCA involves the computation of loadings and scores using the covariance matrix of data \( X \in \mathbb{R}^{m \times n} \), where \( n \) is the number of variables and \( m \) is the total number of samples (MacGregor & Kourti, 1995). If the original variables are correlated, it is possible to summarize most of the variability present in the \( n \) variables in terms of a lower \( p \) dimensional subspace (\( p \ll n \)). Here, \( p \) represents the number of the principal components. If only two principal components are found, two-dimensional score plots are used (i.e. \( T_1 \) versus \( T_2 \)). For more than two principal components, Hotelling’s \( T^2 \) and \( Q \) statistics are usually used to monitor the process. The \( T^2 \) statistics based on the first \( p \) PCs is defined as

\[ T^2 = \sum_{i=1}^p \frac{t^2_i}{\lambda_i} \]

where \( \lambda_i \) is the \( i \)-th eigenvalue of the covariance matrix of the original data matrix. Confidence limits for \( T^2 \) at confidence level \((1 - \alpha)\) are related to the \( F \)-distribution as follows:

\[ T^2_{m,p} = \frac{(m-1)p}{m-p} F_{p,m-p} \]

where \( F_{m,p} \) is the upper \( 100\alpha \% \) critical point of the \( F \)-distribution with \( p \) and \((m-p)\) degrees of freedom. Monitoring the process variables by the \( T^2 \) values based on the first \( p \) principal components is not sufficient since this will only help detect whether or not the variation is within the plane defined by the first \( p \) principal components which generally captures steady state correlation. If a new event which was not present in the calibration data used to identify the reference model occurs, then additional principal components may become significant and the new observation vector \( x_t \) will move off the calibrated plane. Such new events can be detected by computing the squared prediction error or \( Q \) statistic. Let \( x_i \in \mathbb{R}^n \) denote the \( i \)-th multivariate observation vector whose corresponding score is \( t_i = x_i^T p \). The prediction from the PCA model for \( x_i \) is given by \( \hat{x}_i = t_i \cdot \hat{p} \). Then, the \( p \) dimensional error vector is given by \( e_i = x_i - \hat{x}_i \) and the corresponding \( Q \) is defined as follows

\[ Q = e_i^T e_i \]

Accordingly \( Q \) can be thought of as a measure of plant-model mismatch. The confidence limits for \( Q \) are given by Jackson (1991). This test suggests the existence of abnormal condition when \( Q > Q_{ar} \), where \( Q_{ar} \) is defined as follows

\[ Q_{ar} = \Theta_1 \left( 1 + \frac{c_0 \cdot h_0 \cdot \sqrt{2} \cdot \Theta_2}{\Theta_1} + \Theta_2 \cdot h_0 (h_0 - 1) \right)^{1/h_0} \]

\[ \Theta_1 = \sum_{j=p+1}^n \lambda_j \quad \text{for } i = 1, 2, 3 \]

\[ h_0 = 1 - \frac{2 \cdot \Theta_1 \cdot \Theta_2}{3 \cdot \Theta_2^2} \]

\( c_0 \) are the confidence limits for the \((1 - \alpha)\) percentile in a standard normal distribution. These confidence limits are calculated based on the assumptions that that the measurements are time independent and multivariate normally distributed.
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