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Abstract-h this paper, we use Barry and Hartigan’s Prod~~ct Pnrtztzon Models to formulate text 
segmentation as an optimization problem, which we solve by a fast dynamic programming algorithm. 
We test the algorithm on Choi’s segmentation benchmark and achieve the best segmentation results 
so far reported in the literature. @ 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 

Te:rt segment&ion is a lxoblem of great practical significance. The goal is to divide a text into 
homogeneous segments, so that each segment deals with a particular subject while contiguous 
segments deal with different subjects. In this manner, documents relevant to a query can be 
retrieved from a large database of unformatted (or loosely formatted) text. For an overview of 
the problem and various methods for its solution, see [l-lo]. 

A product partition model (PPM) 1s a Bayesian inference procedure for segmentation of a 
sequence of random variables, based on the heterogeneity of the sequence. PPMs were introduced 
by Barry and Hartigan [11,12] ( see also [13,14]) to identify multiple change points in the mean 
and variance of a sequence of normally distributed random variables. The model assumes that the 
random segmentation produced by the change points has a probability distribution proportional 
to a product of prior colbesions, one for each segment. Given the observations, a new product 
partition model holds, with posterior cohesions for the segments. 
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In this paper, we use the PPM framework to identify text segments. To this end, we obtain the 
posterior joint probability of an observed text and its segmentation as a product of two terms: 

(a) the probability of the segmentation, described by appropriate prior cohesions, and 
(b) the conditional (given the segmentation) probability of the sentence similarity matrix, 

described by an appropriate homogeneity function. 

Note that we use PPMs to assign probabilities to two-dimensional structures (the sentence sim- 
ilarity matrices) rather than to one-dimensional sequences. The negative logarithm of the joint 
probability is the segmentation cost, which is minimized by a fast dynamic programming algo- 
rithm (compare to the use of computationally demanding Markov chain Monte Carlo algorithms 
in [11,12]). The homogeneity function we use depends on some parameters which are estimated 
from training data; as far as we know, this approach has not been previously used in conjunction 
with PPMs. 

In Section 2, we describe the PPMs we use to tackle the text segmentation problem. In 
Section 3, we present a dynamic programming algorithm to solve the problem. In Section 4, we 
present some experiments to evaluate our algorithm. Finally, in Section 5, we discuss our results, 
review some work related to our own, and present future research directions. 

2. PROBLEM FORMULATION 

2.1. Representation 

Consider a text with T sentences. A segmentation of the text is a partition of { 1,2, . . . , T} into 
K contiguous segments: {1,2,. . . , tl}, {tl + 1, tl + 2,. . . , tx}, . . . , {tK-1 + 1, tK-1 + 2,. . . ,T}; 
and to, tr, . . . , tK are the segment boundaries’ which satisfy 

o=to<t1 <... < tK-1 < tK = T. 

A concise representation of the segmentation is given by the vector t = (to, tl, . . . , tK); note that 
vector length K (i.e., the number of segments) is variable, but it satisfies K 5 T. We will denote 
the set of all possible segmentations of { 1,2, . . . , T} by a~. 

Assume that the text has a vocabulary of L distinct words (common uninformative words such 
as “and”, “the”, etc., are not included). The text can be represented by a T x L matrix c, where 
(for t = 1,2,. . . , T and 1 = 1,2, . . , L) 

1, iff the lth word appears in the tth sentence, 
Ct,1 = 

0, else. 

The sentence similarity matrix of the text is a T x T matrix d, where 

1, if 5 C,,VAJ > 0, 
dt,t = 0, for 1 _< t 5 T, and &,t = 

l=l 
for 1 5 s 

L 

# t 5 T. 

0, if c,,n,f = 0, 
l=l 

In other words, d,,t = 1 when the sth and tth sentence have at least one word in common (but 
note that the diagonal elements d t,t are set equal to zero). We will denote the set of all possible 
sentence similarity matrices (of dimension T x T) by QT. The resulting matrix d has zeros 
and ones arranged in a characteristic pattern which corresponds to the structure of the text. In 

‘We assume that segment boundaries always appear at the ends of sentences. 
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