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a b s t r a c t

Bayesian networks can be used as a model to make inferences in domains with intrinsic
uncertainty, that is, to determine the probability distribution of a set of variables given
the instantiation of another set. The inference is an NP-hard problem. There are several
algorithms to make exact and approximate inference. One of the most popular, and that
is also an exact method, is the evidence propagation algorithm of Lauritzen and Spiegelhal-
ter [S.L. Lauritzen, D.J. Spiegelhalter, Local computations with probabilities on graphical
structures and their application on expert systems, Journal of the Royal Statistical Society
B 50 (2) (1988) 157–224], improved later by Jensen et al. [F.V. Jensen, S.L. Lauritzen, K.G.
Olesen, Bayesian updating in causal probabilistic networks by local computations, In Com-
putational Statistics Quaterly 4 (1990) 269–282]. This algorithm needs an ordering of the
variables in order to make the triangulation of the moral graph associated with the original
Bayesian network structure. The effectiveness of the inference depends on the variable
ordering. In this paper, we will use a new paradigm for evolutionary computation, the esti-
mation of distribution algorithms (EDAs), to get the optimal ordering of the variables to
obtain the most efficient triangulation. We will also present a new type of evolutionary
algorithm, the recursive EDAs (REDAs). We will prove that REDAs improve the behaviour
of EDAs in this particular problem, and that their results are competitive with other trian-
gulation techniques.

� 2008 Elsevier Inc. All rights reserved.

1. Introduction

Let X = (X1,X2, . . . ,Xn) be an n-dimensional random variable, where xi is an instantiation of Xi. A PGM or Probabilistic Graph-
ical Model (S,hs) is a graphical structure S ¼ ðX;AÞ and a set of local parameters hs. X, a set of nodes, represents the system
variables and A, a set of arcs, the conditional dependence/independence relationships among the variables of the structure.
A Bayesian network (BN) is a PGM where the graphical structure is a directed acyclic graph (DAG), Xi are random discrete
variables (called nodes) and the set of parameters hs = (hijk), where k goes from 1 to ri, j from 1 to qi and i from 1 to n, rep-
resents the local probability distributions over X, i.e., hijk is the conditional probability of Xi being in its kth value given that
the set of its parents variables is in its jth-value. Finally, ri is the number of different values of ith variable and qi represents
the number of possible instantiations for the set of parents of ith variable.
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The BN paradigm can be used as a model to make inferences in domains with intrinsic uncertainty. The factorisation of
the joint distribution that a BN represents allows an efficient reasoning inside the model. Introductions and classic textbooks
about BN include [10,18] and [30]. As a model to make inferences, we will try to obtain their best triangulation, but we will
also use them in the estimation of distribution algorithms themselves.

The most direct way to make inference in a BN is to compute the marginalization over the not instantiated variables. The
number of terms involved in the marginalization grows exponentially with the number of variables. Lauritzen and Spigel-
halter show [26] that, instead of calculating each joint probability separately in order to add them in a posterior step, we
can group the common factors of all of them in order to make the calculation more efficient. For example, for the Asia net-
work (Fig. 1), we have:
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We can rewrite Eq. (1) as

PðA;X;DÞ ¼
X

T;E;L;B;S
wðAÞwðT;AÞwðX; EÞwðE; T; LÞwðD; E; BÞwðL; SÞwðB; SÞwðSÞ ð2Þ

Here, each factor is not a conditional probability, but a potential function. The potential functions are, at first, the conditional
probabilities, and their parameters are the variables that are connected in the graph. An useful procedure to discover which
variables are related to each potential function is to moralize the graph, that is, to add an arc between the parent nodes of
each node (see Fig. 2). Nevertheless, when we sum over S in expression w(L,S)w(B,S)w(S) for all the values of S, we obtain a
new factor (a new auxiliary potential function) depending on L and B, and between these nodes there is no arc. This is a prob-
lem due to the prior definition of potential function. We can solve this problem with the triangulation of the graph (see [26]
for a more extensive explanation). A graph is triangulated if it has no cycles with a length greater than three without a cord.
In the Asia network, it is enough to add L � B arc in order to triangulate it (see Fig. 3), but in more complex networks it is not
so easy. A good triangulation could make it possible to obtain a solution to some problems related to graphs in polynomial
time instead of exponential time [3].

Fig. 1. The Asia Bayesian network.

Fig. 2. The moralized Asia network.
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