Face recognition based on PCA and logistic regression analysis
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A B S T R A C T

Face recognition is an important research hotspot. More and more new methods have been proposed in recent years. In this paper, we propose a novel face recognition method which is based on PCA and logistic regression. PCA is one of the most important methods in pattern recognition. Therefore, in our method, PCA is used to extract feature and reduce the dimensions of process data. Afterwards, we present a novel classification algorithm and use logistic regression as the classifier for face recognition. The experimental results on two different face databases are presented to illustrate the efficacy of our proposed method.

1. Introduction

Face recognition is an important research hotspot in the fields of pattern recognition and artificial intelligence, and it has attained great success in recent years. However, face recognition is also a challenging topic, because in real world face images are formed with the interaction of multiple factors on the different conditions, including background interference, illumination changes, face rotation, etc. [1]. Therefore, the various face recognition methods were presented to solve the problems, such as Principle Component Analysis (PCA) [2], Linear Discriminant Analysis (LDA) [3], Discrete Cosine Transform (DCT) [4], Independent Component Analysis (ICA) [5], Support Vector Machines (SVM) [6], and so on.

In this paper, we focus on the two problems which are how to extract feature and how to design novel classifiers for face recognition. Correspondingly, our research includes two technical components. Firstly, how to extract feature, we know that, PCA, LDA and ICA are common methods for feature extraction. The idea of using principal components to represent human faces was developed by Sirovich and Kirby [7] in 1987 and used by Turk and Pentland [8] in 1991 for face detection and recognition, namely “Eigenfaces” method. PCA can be also called as Karhunen–Loeve transformation. Besides, PCA has the characteristic of descending dimension and elimination of correlation. It can obtain the maximum variance of data, and it is optimal in terms of minimum reconstruction error [2].

Secondly, how to design novel classifiers for face recognition, there are lots of popular methods for classifiers, such as the min-
used to predict the probability but also used for classification. In the end, we can verify the effectiveness of the proposed methods based on two different face databases.

This paper is organized as follows. Section 2 summarizes the preliminary knowledge about related feature extraction and classification algorithms. Section 3 presents our novel approach based on Logistic Regression Classifier. In Section 4, experimental results based on two face databases are presented and discussed. Finally, we conclude in Section 5.

2. Related algorithms

2.1. Principal component analysis

Assume we have a training set \(A = (A_1, A_2, \ldots, A_N)\) with \(N\) images, \(j = 1, 2, \ldots, N\), belonging to \(c\) classes, \(i = 1, 2, \ldots, c\), and the number of pixels in the image is \(n\). Thus, the between-class scatter matrix, within-class scatter matrix, and total scatter matrix are defined as [2,14]:

\[
S_b = \sum_{i=1}^{c} P(\omega_i)(\mu_i - \mu_0)(\mu_i - \mu_0)^T
\]

where \(S_b\) is the between-class scatter matrix, \(P(\omega_i)\) is the priori probabilities of \(\omega_i\), as usual, \(P(\omega_i) = 1/c\). \(\mu_i\) is the mean vector of class \(\omega_i\), \(\mu_0 = 1/N \sum_{j=1}^{N} A_j\) is the mean vector of all the samples.

\[
S_w = \sum_{i=1}^{c} P(\omega_i)S_i
\]

where \(S_w\) is the within-class scatter matrix, \(S_i = E[(A - \mu_i)(A - \mu_i)^T|A \in \omega_i]\) is the covariance matrix of \(\omega_i\).

\[
S_t = S_b + S_w = \frac{1}{N} \sum_{j=1}^{N} [A_j - \mu_0](A_j - \mu_0)^T
\]

The between-class scatter matrix represents the scatter of class means \(\mu_i\) around the overall mean \(\mu_0\), and the within-class scatter matrix is the scatter of the samples around their respective class means \(\mu_i\).

In our method, we use the total scatter matrix as generating matrix, the optimal projection matrix is equal to computing the maximal eigenvalues and the corresponding eigenvectors of \(S_t\), and the optimal projection matrix \((X_1, X_2, \ldots, X_d)\) is the eigenvectors associated with the \(d\) largest generalized eigenvalues. Therefore, \((X_1, X_2, \ldots, X_d)\) describes the contribution of each eigenface in representing the input face image, then we can extract facial features through it. We will choose different \(d\) in the following experiments as needs.

2.2. Logistic regression analysis

In essence, logistic regression is one kind of linear regression, and it only add a layer of function mapping on the results of the mapping feature. Logistic regression has emerged as the conventional statistical technique of choice in the development of new models and also in the testing of existing instruments by Hosmer and Lemeshow in 1989. Many of its applications can be found in the fields of psychiatry and psychology. LR applies maximum likelihood estimation after transforming the dependent into a logit variable [15,16].

Logistic regression can not only be used to predict the probability, but also used for classification. Logistic regression can be used to classify individuals in the target categories through the logistic function. It is related to the probability of the chosen outcome event.

Let there be \(N\) number of classes with \(p_i\) training images from the \(i\)th class, \(i = 1, 2, \ldots, N\). Through the projection of the image space onto the face space and normalizing each image vector, the matrix \(W = [W_1, \ldots, W_i, \ldots, W_N]\) contains all feature vectors from classes. In order to apply regression analysis to estimate class specific model, we develop a class-specific model \(X_i\) as follows [10,13]:

\[
X_i = [W_{i1}, \ldots, W_{ij}, \ldots, W_{iN}] \in \mathbb{R}^{L \times p_i}
\]

Where, each vector \(W_{ij}\) is a column vector in size of \(L \times 1\). Each vector \(W_{ij}\) spans a subspace of \(\mathbb{R}^L\), which is called the column space of \(X_i\). Thus, in the training level, the class is represented by a vector space, which is also called the regressor or predictor for each class.

If \(y\) belongs to the \(i\)th class, it should be represented as a linear combination of the training images from the same class (lying in the same subspace), and can be defined as

\[
y = X_i\beta_i, \quad i = 1, 2, \ldots, N
\]

where \(\beta_i\) is the vector of regression parameters. The goal of the linear regression is to find to minimize the residual errors, and \(\beta_i\) can be estimated using least-squares estimation:

\[
\hat{\beta}_i = (X_i^T X_i)^{-1} X_i^T y
\]

In the above, a linear combination of the training images from the same class can be defined as \(y = X_i\beta_i, i = 1, 2, \ldots, N\); however, based on logistic regression, it can be translated into:

\[
y = g(X_i\beta_i), \quad i = 1, 2, \ldots, N
\]

\[
g(z) = \frac{e^z}{1 + e^z}
\]

\[
y = \frac{e^{X_i\beta_i}}{1 + e^{X_i\beta_i}}
\]

where, a linear combination of the features \(z\) can be expressed as

\[
z = W_0 + W_1 X_1 + W_2 X_2 + \ldots + W_N X_N
\]

Then, the conditional probabilities can be defined as

\[
P(y = 1|x) = g(z) = g \left( \sum_{i=0}^{N} W_i X_i \right)
\]

Thus, we use gradient descent method to obtain the weight of each feature \(w\).

3. Proposed face recognition method

By combining the advantages of both the PCA and logistic regression, we propose a new method, and use PCA to extract feature and reduce the dimensions of process data. Afterwards, we use logistic regression as the classifier for face recognition. Fig. 1 depicts overall procedure of our proposed method.

First, we preprocessed the input images, mainly including histogram equalization, geometry normalization, in order to remove the illuminations, shades, and lighting effects possibly, and then
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