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a b s t r a c t

In this paper, the support vector regression (SVR) methodology was adopted to estimate the horizontal
global solar radiation (HGSR) based upon sunshine hours (n) and maximum possible sunshine hours
(N) as input parameters. The capability of two SVRs of radial basis function (rbf) and polynomial basis
function (poly) was investigated and compared with the conventional sunshine duration-based empirical
models. For this purpose, long-term measured data for a city situated in sunny part of Iran was utilized.
Exploration was performed on both daily and monthly mean scales to accomplish a more complete anal-
ysis. Through a statistical comparative study, using 6 well-known statistical parameters, the results
proved the superiority of developed SVR models over the empirical models. Also, SVR-rbf outperformed
the SVR-poly in terms of accuracy. For SVR-rbf model on daily estimation, the mean absolute percentage
error, mean absolute bias error, root mean square error, relative root mean square error and coefficient of
determination were 10.4466%, 1.2524 MJ/m2, 2.0046 MJ/m2, 9.0343% and 0.9133, respectively. Also, on
monthly mean estimation the values were 1.4078%, 0.2845 MJ/m2, 0.45044 MJ/m2, 2.2576% and
0.9949, respectively. The achieved results conclusively demonstrated that the SVR-rbf is highly qualified
for HGSR estimation using n and N.

� 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Recently, renewable energy sources such as solar energy are
harnessed globally to mitigate some negative environmental issues
including climate change due to large-scale fossil fuel exploitation.
Solar energy is regarded as the most attractive renewable energy
source owing to its broad availability and feasibility of exploitation
in many regions across the globe [1,2]. As such, many technologies
have been conceived for the sake of solar energy utilization, partic-
ularly in sunny regions of the world. However, precise knowledge
of solar radiation on different time scales is of great significance for
the successful simulation, operation and monitoring of solar
energy technologies [3–6]. Due to the unavailability or even lack
of reliable measured solar radiation data in some regions, espe-
cially in developing countries, solar radiation estimation based

on precise models and techniques has always played a notable role.
Over the past decades, a vast number of empirical models have
been developed to estimate the global solar radiation using several
meteorological and geographical parameters. Among all elements
used as inputs, sunshine hours, broadly measured at meteorologi-
cal stations, have often been endorsed as one of most important
parameters for the accurate estimation of global solar radiation.

The first and extensively utilized model proposed for estimation
of the global solar radiation on a horizontal surface is that of Angs-
tröm [7]. The proposed model correlated the ratio of monthly mean
daily horizontal global solar radiation to its corresponding value in
a clear day with the ratio of monthly mean daily relative sunshine
duration. However, the fundamental difficulty was lack of accessi-
bility to correct value of global solar radiation in a clear day. There-
fore, Prescott [8] recommended utilizing the extraterrestrial
horizontal global solar radiation instead of clear day solar radia-
tion. The achieved model globally known as Angström–Prescott
model is considered as the simplest sunshine duration-based
empirical model. Subsequently, in efforts to improve the estima-
tion exactness, a series of modifications have been performed
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mainly by increasing the order of relative sunshine duration [9–12]
or using various functional forms [13–15].

Due to significance of precise solar radiation data for solar
experts, architects, agriculturists and hydrologists, applications of
different artificial intelligence techniques have gained more impor-
tance in the realm of horizontal global solar radiation estimation.

In recent years, the support vector machines (SVMs) have been
employed as a robust technique in a variety of scientific and engi-
neering applications [16–24]. SVMs are a soft computing method
that has obtained importance in environmental issues. Basically,
there are two fundamental classes of support vector machines:
(a) support vector classification (SVC) and (b) support vector
regression (SVR). SVC is a learning framework utilizing a high-
dimensional peculiarity space [25–28], while SVR focused around
measurable learning hypothesis and structural risk minimization
rule and has been effectively utilized for nonlinear frameworks
[29,30]. The correctness of an SVM model is to a great extent relies
on determination of its model parameters. Nonetheless, inspection
of the literature reveals that despite the growing applications of
SVMs in various areas, only a few studies have been carried out
to use this technique for estimation of horizontal global solar radi-
ation [31–35].

Considering the lack of enough investigation on application of
SVR technique in solar radiation area and also importance of sun-
shine hours for estimation of global solar radiation, the chief aim of
this research work is to appraise the viability of two SVRs of radial
basis function (rbf) and polynomial basis function (poly) for esti-
mation of horizontal global solar radiation using only two inputs
parameters of sunshine hours (n) and maximum possible sunshine
hours (N). As a case study, long-term measured databases for city
of Isfahan located in central desert part of Iran have been used.
The merit of developed SVR models is evaluated in terms of both
daily and monthly basis to draw more conclusive conclusion. To
ensure the suitability level of developed SVR models their accura-
cies are compared with four well-known sunshine duration-based
empirical models established in this study for Isfahan and also a
previously published model. To offer a thorough comparative
study, the comparisons and performances validation are carried
out based on several widely utilized statistical indicators.

2. Case study and data description

The city of Isfahan, capital of Isfahan province of Iran, has been
considered as a sole case study. Isfahan city (Fig. 1) is situated in a
sunny belt part of the country with geographical location of
32�370N and 51�400E. Isfahan enjoys mild and dry weather condi-
tion with low level of participation throughout the year, which is
only around 123 mm [36]. The monthly average temperature var-
ies from 3.4 �C to 28.9 �C and the yearly average is 16.2 �C. The
monthly average relative humidity varies between 25% and 60%
with the annual average of 40%. On the basis of the Köppen classi-
fication, the arid desert cold climate of Isfahan is categorized as
BWk [37]. As the city is located in sunny region of Iran, it enjoys
significant solar energy potential during the entire year. For Isfa-
han, according to the long-term averaged data, the daily global
solar radiation on a horizontal surface throughout the year is in
the range of 8.98–28.94 MJ/m2 with the yearly average of
19.47 MJ/m2. Also, the monthly mean daily global solar radiation
on a horizontal surface varies in the range of 9.3029.34 MJ/m2

throughout the year with the yearly average of 19.69 MJ/m2.
In this study, the long-term measured daily global solar radia-

tion on a horizontal surface (H) and sunshine hours (n) provided
by Iranian Meteorological Organization (IMO) for Isfahan for the
period of 1985–1991 and 1998–2003 were utilized.

The precision of the models developed to estimate the solar
radiation is chiefly influenced by the quality of raw data utilized.

The data cleaning procedure generally aims at enhancing the data
quality by checking and filtering them from any uncertainty or
erroneous. In horizontal global solar radiation data used in this
study, there were some missing and also unreliable values possibly
due to instruments’ malfunction. For the period of 1992–1997
which were not included in this study, the horizontal global solar
radiation contained either so many missing or unreliable values.
To overcome this issue and enhance the quality of raw data, the
following procedure was applied in present study:

(1) To identify the incorrect global solar radiation values, the
daily clearness index (KT) was computed and the values
which were out of range of 0.015 < KT < 1 were eliminated
[38,39].

(2) A month containing more than 5 days missing or unreliable
global solar radiation values was completely extracted from
the databases. Additionally, for a month with less than
5 days the missing or inaccurate values were substituted
by proper values obtained using interpolation [38,39].

(3) To achieve further accuracy, for the omitted months the sun-
shine duration data were also excluded from the data series.

It is worth mentioning that clearness index (KT) is the ratio
between global solar radiation incidents on a horizontal surface
(H) to extraterrestrial horizontal solar radiation on a horizontal
surface (Ho). Ho in any geographical location is a constant value
for each specific day, irrespective of change of year. However, solar
attenuation occurs as radiation passes through the atmosphere due
to some atmospheric phenomenon such as aerosol extinction,
cloud extinction, Rayleigh scattering and so on. Therefore, in the
available solar radiation data all values of H should be smaller than
Ho, which means KT < 1.

The available data for this study are divided into two parts of
training and testing data sets. 9 years data sets for the period of
1985–1991 and 1998–1999 are utilized for training. While the
remaining 4 years data sets for the period of 2000–2003 are used
for testing. In fact, on daily basis estimation the system is trained
using 3285 days and tested by 1460 days. Also, for monthly mean
daily basis calculation 108 months data is used for training and
48 months data is applied for testing.

3. Methodology

3.1. Support vector regression application

The main principle of SVMs is to do the data correlation through
non-linear mapping. If a way of computing the inner product in a
feature space is available directly as a function to the original input
points, it is feasible to build a non-linear learning machine, which
is known as a direct computation method of a kernel function,
denoted by K.

The flexibility of the SVM is in regard to the kernel functions
that implicitly convert the data to a higher-dimensional feature
space. Results in the higher-dimensional feature space correspond
to the results of the original, lower-dimensional input space. There
are some methods that employ non-linear kernels for regression
problems. One kernel function is the radial basis function. The
main benefit of the radial basis function is computationally effi-
ciency since radial basis function training needs only the solution
of a set of linear equations instead of the lengthy and computation-
ally demanding quadratic programming problem. Therefore, the
radial basis function with parameter r is adopted in this study.
The non-linear radial basis kernel function is defined as:

Kðx; xiÞ ¼ exp � 1
r2 x� x2

i

� �
ð1Þ
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