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Abstract

Unrepresentative data samples are likely to reduce the utility of data classifiers in practical application. This study presents a hybrid mining

approach in the design of an effective credit scoring model, based on clustering and neural network techniques. We used clustering

techniques to preprocess the input samples with the objective of indicating unrepresentative samples into isolated and inconsistent

clusters, and used neural networks to construct the credit scoring model. The clustering stage involved a class-wise classification process. A

self-organizing map clustering algorithm was used to automatically determine the number of clusters and the starting points of each cluster.

Then, the K-means clustering algorithm was used to generate clusters of samples belonging to new classes and eliminate the unrepresentative

samples from each class. In the neural network stage, samples with new class labels were used in the design of the credit scoring model.

The proposed method demonstrates by two real world credit data sets that the hybrid mining approach can be used to build effective credit

scoring models.
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1. Introduction

In response to the recent growth of the credit industry and

the management of large loan portfolios, the industry is

actively developing credit and behavioral scoring models.

Credit scoring models help to decide whether to grant credit

to new applicants using customer’s characteristics such as

age, income and martial status (Chen & Huang, 2003).

Behavioral scoring models help to analyze purchasing

behavior of existing customers (Setiono, Thong, & Yap,

1998). This study utilizes a hybrid mining approach in the

design of credit scoring models to support credit approval

decisions.

A simple parametric statistical model, linear discrimi-

nant analysis, was the first model employed for credit

scoring. However, analysts have questioned the appropri-

ateness of linear discriminant analysis for credit scoring

because of the categorical nature of the credit data and the

fact that the covariance matrices of the good and bad credit

classes are not likely to be equal. Researchers are now

investigating more sophisticated models to overcome some

of the deficiencies of the linear discriminant analysis model.

One of the efforts is leading to the investigation of

non-parametric statistical methods, that is, neural networks

for scoring applications.

Swales and Yoon (1992) used neural networks to

differentiate stocks. They found that the neural networks

performed significantly better than the linear multiple

discriminant models. Tam and Kiang (1992) compared the

neural network approach with a linear classifier model,

logistic regression model, neural network model, and

decision tree model to predicate bank failures. They

demonstrated that neural networks are more accurate,

adaptive, and robust than to other methods. Zhang et al.

(1999) similarly showed that neural networks are signifi-

cantly better than logistics regression models in bankruptcy

predication. Desai, Crook, and Overstreet. (1996) per-

formed an experiment that the performance of discriminant

analysis is comparable to the performance of back-

propagation neural networks in classifying loan applicants

into good and bad credit. They pointed out that more

customized architectures might be necessary for building

effective generic models to classify consumer loan appli-

cations in the credit union environment. West (2000)

investigated the credit scoring accuracy of five neural
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network models, and reported that a hybrid architecture of

neural network models should be considered for credit

scoring applicants. That is, non-parametric and hybrid

design architecture will be very useful in developing

effective credit scoring models. The meaning of an effective

credit scoring model is two-fold, relating to accuracy and

easy interpretation of classified results.

Generally, hybrid design architectures for creating

more accurate classifiers that uses neural networks guided

by clustering algorithms (Gopalakrishnan, Sridhar, &

Krishnamurthy, 1995; Sung, 1998) or genetic algorithms

(Kim & Street, 2004) were proposed. The other studies focus

on integrating the multivariate analysis and neural network to

increase clustering accuracy. Punj and Steward (1983)

proposed a two-stage method that combines Ward’s

minimum variance method and the K-means method.

Balakrishnan et al. (1996) integrated unsupervised FSCL

neural networks with the K-means method. Kuo, Ho, and Hu

(2002) proposed a two-stage method, which uses the self-

organizing map to determine the number of clusters and then

employs the K-means algorithm to classify samples into

clusters. This study addresses the benefit by investigating a

simple but effective hybrid utility of clustering and neural

network techniques in the design of a credit scoring model.

As shown in Fig. 1, the proposed hybrid scoring model has

two processing stages. In the clustering stage, samples are

grouped into homogeneous clusters. In particular, unrepre-

sentative samples are indicated as ‘isolated’ and ‘inconsist-

inconsistent’ clusters. Herein, isolated clusters are thinly

populated clusters; inconsistent clusters are those clusters

with inconsistent class values. To improve the performance

of the credit scoring model, isolated clusters should be

eliminated. Since inconsistent clusters may be important and

eliminating them may cause the loss of valuable information,

investigating inconsistent clusters in detail will be very

helpful in understanding customers. In the neural network

stage, the neural network used samples with new class labels

to create models for predicate consumer loans.

For a better understanding of our study, Section 2 begins

with an overview of credit scoring models in general.

Section 3 offers a hybrid credit scoring model and considers

why it should perform better than other credit scoring

models. Following this discussion, Section 4 empirically

tests the hybrid credit scoring model using two real world

credit data sets. Finally, Section 5 discusses the findings of

the experiment and offers observations about practical

applications and directions for future research.

2. Description the analysis methodology

2.1. Credit and behavioral scoring models

Credit and behavioral scoring models (Thomas, 2000) are

one of the most successful applications of statistical and

operational research modelling in finance and banking, and

the number of scoring analysts in the industry is constantly

increasing. The main objective of both credit and behavioral

scoring models is to classify samples into homogeneous

groups (Lancher, Coates, Shanker, & Fant, 1995). Hence,

scoring problems are related to classification by statistical

analysis (Hand, 1981; Hsieh, 2004; Johnson & Wichern,

Fig. 1. A hybrid mining credit scoring system.
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