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a b s t r a c t

Multipath TCP (MPTCP) is one of the leading protocols that support multipath operation in

a transport layer. However, depending on the network and the receiver buffer, the original

MPTCP can experience throughput degradation, underutilizing the network capacity com-

pared to the regular TCP. Furthermore, MPTCP can result in a large packet interval. In this

paper, we propose a new scheduling scheme for MPTCP that performs packet scheduling ac-

cording to the receiver buffer and network delay. Our scheme estimates out-of-order pack-

ets according to performance differences between subflows and assigns data packets to sub-

flows by comparing the estimated out-of-order packets and the buffer size. Moreover, our

scheme can adjust the trade-off between throughput and delay performance using a de-

lay constraint. We implement the proposed scheduling in the Linux kernel and evaluate its

performance over a virtual network framework using NS-3 and real networks. The results

show that the proposed scheduling scheme performs efficient packet transmission regard-

less of the performance differences of multiple paths and buffer size. Moreover, the pro-

posed scheduling can complement and cooperate with an existing non-scheduling-based

solution.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

New approaches for using access networks have been

proposed with the rapid advancement of portable devices.

Unlike older devices, which used only a selected network,

current portable devices are equipped with multiple radio

interfaces that can select and use a specific access network.

In addition to the selection of a specific network, new ini-

tiatives to concurrently use multiple access networks seek to

provide better network services. One instance such work is

the announcement by SK Telecom and KT (the main network

operators in South Korea) that they will launch the com-

mercial services Hybrid Network Integration System (SK
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telecom) and KT GIGA path, which use long-term evolution

(LTE) and WiFi networks simultaneously.

Unfortunately, the current dominant transport layer pro-

tocols such as TCP and UDP cannot use and control multi-

ple paths autonomously. The main problem with the existing

protocols is that applications cannot change a communica-

tion session to another path. Thus, in order to manage mul-

tiple paths with current protocols, applications should per-

form multiple interface management, which increases the

workload of applications.

One promising solution to this problem is the applica-

tion of multipath TCP (MPTCP) [1], which is a TCP extension

version that is being standardized by the Internet Engineer-

ing Task Force (IETF). MPTCP provides concurrent data trans-

mission over multiple paths and supports compatibility with

a single TCP. Thus, by using MPTCP, applications can utilize

multiple interfaces without additional burden.
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One of the concerns caused by the extension from single

TCP to MPTCP is packet scheduling for multiple paths. This af-

fects the reordering problem, which is one of the challenges

of multipath transmission. Thus, in order to provide efficient

transmission in MPTCP, a scheduling scheme should be con-

sidered in order to maintain the number of reordering pack-

ets, which influences the overall transmission performance.

Currently, two basic scheduling cases have been proposed to

fully utilize all paths [1,3]. The first is a round-robin sched-

uler that utilizes subflows in sequence. The second is lowest-

round-trip time (RTT)-first scheduling, which first assigns

packets to the fastest subflow until its congestion window is

filled with data, after which packets are then allocated to the

other subflows. However, these cases present problems when

applied to current wireless networks, and the results might

not be viable. The current scheduling methods can generate

a lower throughput (goodput) performance than single TCP

when MPTCP with a limited buffer simultaneously uses mul-

tiple paths that have different delay characteristics [4,6]. This

phenomenon occurs frequently, because promising wireless

networks, including 3G (LTE) and WiFi, have quite different

delay performances, and mobile devices do not always have

sufficient memory. Furthermore, a large delay difference can

generate a large packet interval, which affects the quality of

service (QoS) of real-time applications.

In this paper, we propose a new scheduling scheme

for MPTCP, which performs packet scheduling according to

the receiver buffer and the network delay. The proposed

scheme can prevent performance degradation by using mul-

tiple asymmetric paths and sufficiently utilizes the capac-

ity of multiple symmetric paths. As a result, MPTCP with

the proposed scheduling can perform efficient packet trans-

mission regardless of the performance difference of multiple

paths and buffer size. For the delay performance, the pro-

posed scheme can maintain the packet interval by restrict-

ing the utilization of multiple paths. Moreover, the proposed

scheduling scheme can be used with other solutions that are

not scheduling-based and is sufficiently simple for practical

implementation.

The rest of this paper is organized as follows. Section 2

describes a data transfer problem in MPTCP and discusses

related work. Section 3 introduces the proposed scheduling

scheme. Section 4 presents the results of performance eval-

uation, robustness of the proposed scheme, and cooperation

with an existing solution. Section 5 presents the measure-

ment results in real networks. Finally, we offer our conclu-

sions in Section 6.

2. Background and related work

Fundamentally, MPTCP consists of two sub-layers: the

MPTCP layer and the subflow layer. The MPTCP layer pro-

vides reliability and application compatibility by preserving

the TCP-like semantics of global ordering of the applica-

tion data, whereas the subflow layer provides network

compatibility by appearing and behaving as a TCP flow

in the network [2]. First, the MPTCP layer establishes the

connection over the subflow layer and discovers available

paths. The MPTCP layer receives a byte stream from an ap-

plication and allocates application data to the subflows. Each

subflow transmits the allocated data segment and performs
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Fig. 1. Buffer and arrival interval consideration in original MPTCP.

congestion control according to its network condition. Al-

though the data segment allocated to a subflow is managed

in the subflow, all of the application data is managed using

a single buffer and data sequence number (DSN) at the

MPTCP connection in order to support ordered and reliable

delivery. In other words, although each subflow operates

independently regarding network-dependent functions, it

can affect the other subflows through their combination

with application-dependent functions.

Flow control is one of the application-dependent func-

tions that are influenced by all subflows according to an ex-

tension from single TCP to MPTCP. Basically, the flow control

operation in single TCP is the solution to one of the prob-

lems caused by a difference in processing performance be-

tween end devices. However, in MPTCP, flow control can be

performed due to the difference in network delay perfor-

mance, because the packets transmitted to a slow path hin-

der transmission in a fast path. Although packets transmitted

to a fast path are sent later than packets transmitted to other

paths, they can be out-of-order due to the difference in de-

lay among multiple paths, which reduces the receiver win-

dow (RWND). Consequently, the sender performs flow con-

trol, which interrupts transmissions on the fast path, which

is called the buffer blocking problem in this paper. Although

this phenomenon does not occur when MPTCP has a suffi-

cient buffer [4], the required buffer size can be extremely

large when MPTCP simultaneously uses multiple paths that

have different delay characteristics [5,6].

One of the main considerations for solving the buffer

blocking problem is the required buffer size needed to uti-

lize multiple paths. Fig. 1a shows the effect of delay asym-

metry on MPTCP buffer size. In this simulation environment,

the original MPTCP uses two paths: path 1 has a fixed per-

formance (8 Mbps bandwidth and 10 ms path delay), and

path 2 has a fixed bandwidth (8 Mbps) but a path delay

that varies between 10 ms and 160 ms. The original MPTCP

does not employ additional buffer-blocking solutions such as

opportunistic retransmission or penalization [6,7]. The gray

bar indicates the required buffer size needed to fully utilize

both paths, and the white bar shows the minimum buffer

size needed to achieve the same or better throughput than

single TCP over the fastest path. The black bar indicates the
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