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a b s t r a c t 

Companies that collect and analyze data from social media, news and other data streams are faced with 

several challenges that concern storage and processing of huge amounts of data. When they want to 

serve the processed information to their customers and moreover, when they want to cover different 

information needs for each customer, they need solutions that process data in near real time in order 

to gain insights on the data in motion. The volume and volatility of opinionated data that is published 

in social media, in combination with the variety of data sources has created a demanding ecosystem 

for stream processing. Although, there are several solutions that can handle information of static na- 

ture and small volume quite efficiently, they usually do not scale up properly because of their high 

complexity. Moreover, such solutions have been designed to run once or to run in a fixed dataset and 

they are not sufficient for processing huge volumes of streamed data. To address this problem, a plat- 

form for real-time opinion mining is proposed. Based on prior research and real application services 

that have been developed, a new platform called “PaloPro” is presented to cover the needs for brand 

monitoring. 

© 2016 Elsevier Inc. All rights reserved. 

1. Introduction 

The enormous advances in social media and their power to re- 

flect and influence public opinion made them a domain of great 

interest for marketeers, communication specialists and companies 

that want to advertise their products and services, or simply want 

to boost and monitor their brand name. This resulted to large 

amounts of data, which are created daily to various social media 

and the news and contain mentions to products and companies. 

Data can be in different formats (textual, audiovisual etc), can be 

written in a formal (e.g. product reviews) or informal way (e.g. 

comments), can be objective mentions or subjective opinions about 

the company or product or an aspect of it ( Thet et al., 2010; Pontiki 

et al., 2014 ). 

The volume and complexity of the data that can be acquired, 

stored and manipulated, have created a flood of data 90% of all 

data were generated in the last two years ( SINTEF, 2013 ). For ex- 

ample, in Palo, the crawler module is able to collect a large num- 

ber of data which is estimated at 10 0 0 articles per minute dur- 

ing the rush hours leading to an increase of 2.5Gb per month 
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of compressed data. The data in absolute numbers are more 

than 10 million records per month from all the possible data 

sources. 

The large volume and volatility create big challenges for com- 

panies that provide social media analytics services and cope with 

data from multiple data streams. Big players from the Web and 

Databases domains invest in social media analytics with generic 

frameworks and platforms (e.g. IBM Social Media Analytics) that 

emphasize on the analytics part but do not focus on text mining, 

or with extensions of their existing platforms (e.g. Google news lab 

and Google Analytics) that incorporate content from specific social 

media using associate data hubs and plugins (e.g. Googles social 

data hub). They use Twitter, Facebook and other social media APIs 

to collect data in streams and provide commercial archives/feeds 

and associated analytics. 

A big challenge for social media monitoring is to link data from 

various sources together, compare and integrate and bring every- 

thing in a common form for analysis and presentation. Data analy- 

sis is the next bottleneck since traditional algorithms lack of scal- 

ability and do not easily adapt to the complexity of data that 

needs to be analyzed. Finally, the presentation of the extracted 

knowledge must be carefully designed in order for the results to be 

self-interpreted by non-technical domain experts and assist them 

in getting valuable actionable knowledge. 
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Palo Ltd is a company specializing in information extraction 

from the web. It started by gathering content from news sites and 

blogs in Greece, about 5 years ago. The analysis was limited in 

clustering articles based on content similarity and presenting them 

in an aggregated form to the end users. Palo Pro is Palos social 

media analytics service, which was launched primarily in Greece 

but now expands to Serbia, Cyprus, Turkey and Romania. The ser- 

vice monitors and analyzes data from the web and social me- 

dia, giving emphasis to entity extraction and sentiment analysis 

from text. In the same architecture, several modules for crawling, 

feed aggregation, text clustering, multi-document summarization, 

Named Entity Recognition, aspect extraction and opinion mining 

synthesize the ecosystem of Palo Services. 

Palo Pro can be described as a business intelligence platform 

with social basis (social business intelligence) ( Dinter and Lorenz, 

2012 ) that takes advantage of the knowledge of the crowd (crowd 

sourcing) as expressed in social media. The benefit is both for com- 

panies, which are able to monitor the popularity of their products 

and for buyers who receive long-term improved services and prod- 

ucts. The interest for such a platform is increased, for example the 

mobile phone industry in Greece numbers 13 million active sub- 

scribers, who are active on the internet, and comment the products 

of the three main competitors (packages, special offers, etc.). Al- 

though information about the popularity of each of the three part- 

ners has little value, knowledge about the course of their products 

in social media and the opinion formed from every new movement 

is valuable for any further advertisement campaign. 

From the data stream management point of view, several re- 

search issues emerge, like: (a) approximate query processing tech- 

niques to evaluate slow and memory demanding queries, (b) slid- 

ing window query processing, (c) data sampling to handle an in- 

creased flow rate of the input stream etc. In this paper we present 

how the proposed platform handles such research issues, using 

real-time data filtering in the source, summarization of histori- 

cal content and statistics computation over sliding windows. We 

also discuss additional technical challenges, that are not only data 

stream specific, are confronted, such as heterogeneity of data, mul- 

tilingual content and scalability of the existing solution. 

In the following section, we provide an overview of Palo Pro 

service and the infrastructure that supports them. In Section 3 we 

discuss the processing pipeline in more details and in Section 4 we 

summarize the open issues concerning the processing of big data 

in a real-time environment. 

2. Background 

2.1. Scientific background 

Opinion mining is defined as the task of classifying texts into 

categories depending on whether they express positive or nega- 

tive sentiment, or whether they enclose no emotion at all. Senti- 

ment polarity was extracted using emotion dictionaries (compris- 

ing mostly adjectives) ( Hatzivassiloglou and McKeown, 1997; Qiu 

et al., 2009 ), statistical techniques based on co-occurrence of head 

terms and modifiers, classification techniques such as SVM, Naïve 

Bayes, Maximum Entropy etc. Pang and Lee (2005) and in some 

cases, semantic and syntactic analyzers ( Yi et al., 2003; Miyoshi 

and Nakagami, 2007 ). The topic has attracted considerable atten- 

tion in recent years due to its direct applicability in real-world 

businesses, such as brand monitoring, marketing or prediction of 

election results. 

The concept of aspect based opinion mining (opinion mining 

for different aspects of an entity) appeared in literature in 2009. 

Early research focused on multi-aspect entities such as movies 

( Thet et al., 2010 ) – and the opinions provided by the viewers 

comments for the different aspects that make up the final result 

(actors, director, screenplay, music, etc.) – electronic devices ( Hu 

and Liu, 2004 ) and hotels ( Blair-Goldensohn et al., 2008 ). The main 

principles behind these works were: (a) extracting opinions or 

emotions and (b) labeling entities and their aspects (head terms) 

and the words that convey emotion (modifiers). However, it was 

until 2012, that the work of Moghaddam and Ester (2012) gave a 

new impetus to opinion mining on individual properties of com- 

mercial products from customer overviews. A typical example of 

aspect based opinion mining is the evaluation of a photo camera, 

where users evaluate separately the ease of use, the image quality, 

the shutter lag and battery duration, and behind the comments at- 

tached a positive or negative score for each aspect. This approach 

gives a new dimension to the problem of extracting knowledge 

from texts adding additional granularity levels in opinion or sen- 

timent expressed in a text. The fact that these opinions mining 

techniques were applied to commercial products has increased the 

interest of marketers and brand makers who want to handle the 

image of a product or company on the market and understand the 

preferences of potential customers. The immediate consequence to 

the increase of the power of comments and opinions to the com- 

mercial products is the appearance of malicious comments (spam) 

with positive or negative orientation that aim to alter the real im- 

age of a product ( Mukherjee et al., 2012; Jindal and Liu, 2008 ). 

Summarization is another challenging task for social media 

content analysts. There are many research works that focus on the 

summarization ( Zubiaga et al., 2012 ) or visualization ( Hao et al., 

2011 ) of Twitter streams. The analysis focuses on a specific entity 

( Hao et al., 2011 ) or event ( Zubiaga et al., 2012 ) of the complete 

Twitter stream, so assumes a filtering step in the beginning of the 

pipeline. Although the volume of data for an entity or event in 

the unit of time in Twitter is not so impressive when compared to 

video streams (e.g. in Hao et al., 2011 authors report about 60,0 0 0 

tweets for a movie in a five days period), the processing and vi- 

sualization arise several challenges for system developers. In the 

case of text stream analytics it is important to summarize content 

and export useful features in a streamed manner, but also to keep 

the actual data in a separate storage for further analysis (e.g. drill 

through analytics, post event analytics). In addition to this, the fil- 

tering step may produce several different substreams that refer to 

different entities or events. In the case of PaloPro for example, so- 

cial media stream monitoring is available for different countries 

and monitors different entities in parallel. In addition to this, since 

PaloPro also combines social media analytics with news analytics, 

it collects information from data sources around the world. An ag- 

gregation module is responsible for this, and its output is also redi- 

rected to the filtering module. 

2.2. Competitive systems 

The big interest of businesses is reflected to a number of com- 

mercial tools that provide analysis and monitoring services of the 

markets. The Blogmeter 1 is one such product that has been devel- 

oped by the Italian company CELI and adapted for specific mar- 

kets (telephony, food, fashion, etc.). It offers tools for monitoring 

and reporting the image of companies, products or services to so- 

cial media such as Facebook, Twitter, Google +, Pinterest etc. How- 

ever, the system requires that the company has a profile in the re- 

spective social media and focuses only on analyzing the informa- 

tion posted on the respective websites of the companies in each 

medium (e.g. likes, the followers, the retweets, etc. at pins. each 

company). The SentiMeter 2 is a tool that gathers data from Twit- 

ter, Facebook, YouTube, Google+, Digg, Blogger, Tumblr and other 

1 http://www.blogmeter.eu . 
2 https://sentimeter.com/ . 
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