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a b s t r a c t 

Scene understanding is one of the most challenging and popular problems in the field of robotics and computer 

vision and the estimation of 3D information is at the core of most of these applications. In order to retrieve the 3D 

structure of a test surface we propose a single shot approach that combines dense gradient information with sparse 

absolute measurements. To that end, we designed a colored pattern that codes fine horizontal and vertical fringes, 

with sparse corners landmarks. By measuring the deformation (bending) of horizontal and vertical fringes, we are 

able to estimate surface local variations (i.e. its gradient field). Then corner sparse landmarks are detected and 

matched to infer spare absolute information about the test surface height. Local gradient information is combined 

with the sparse absolute values which work as anchors to guide the integration process. We show that this can be 

mathematically done in a very compact and intuitive way by properly defining a Poisson-like partial differential 

equation. Then we address in detail how the problem can be formulated in a discrete domain and how it can be 

practically solved by straight forward linear numerical solvers. Finally, validation experiment are presented. 

© 2018 Elsevier Ltd. All rights reserved. 

1. Introduction 

Scene understanding is one of the most challenging and popular 

problems in the field of computer vision. To make this possible a wide 

variety of methods for 3D scene reconstruction have been proposed. In 

a first rough classification 3D scanning techniques can be divided into 

Contact and Non-contact methods. The last ones have become popular in 

the last decades and they are currently used for 3D shape reconstruction. 

Many commercial devices are being used [1,2] for example, in automo- 

bile industry the ATOS scanner of Gesellschaft fur Optische Messtechnik 

[3] . 

There are different kinds of non-contact methods, we will particu- 

larly focus on optical ones. They can be divided into three categories: 

Time delay based (e.g. [4] ), Image cue based (e.g. [5,6] ) and Triangu- 

lation based (e.g. [2,3,7,8] ). The third class of methods uses -at least- 

two elements in order to obtain geometrical information of the scene by 

means of triangulation. Some methods use two or more cameras ( multi- 

view stereo [9] ), while other ones use a camera and control illumination 

sources e.g. Structured light [10–13] , Photometric stereo [14] , Phase 

Shifting [7,15–18] and Lasers Scans [2] . Methods that control or set il- 

lumination conditions are called active in contrast with passive methods 

in which just the relative position between the camera(s) and the ob- 

jects are considered. Despite the differences that exist between Active 
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and Passive approaches, they are based on the same geometrical princi- 

ples [19,20] . 

We can classify existing methods into two categories: Single-Shot and 

Multi-Shot (see for example [21,22] and references therein). When the 

target object is static and the applications do not impose restriction over 

the acquisition time, multiple-shot approaches may be used. However, if 

the target is a moving scene, single shot methods must be applied. These 

methods have two important advantages. Firstly, they do not require any 

synchronization between the projector and the camera/s which leads to 

simpler and cheaper implementations. Secondly they can be used to scan 

three-dimensional dynamic scenes. 

1.1. Related work 

The present work presents a single-shot approach that combines 

dense gradient information [13] with sparse absolute measurements. 

To that end, we designed a colored pattern that codes fine horizontal 

and vertical fringes, and sparse corner landmarks. By measuring the de- 

formation (bending) of horizontal and vertical fringes, we are able to 

estimate surface local variations (i.e. its gradient field). This allows us 

to have dense information about the local shape of the test surface, how- 

ever, this kind of data lacks from absolute information about surface ’s 

height. By adding sparse corner landmarks -which can be easily detected 
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e.g. using Harris corner detector-, we can obtain sparse absolute infor- 

mation of the surface depth map. We proved that a simple mathematical 

formulation can combine the dense gradient information with the sparse 

absolute measurements. In addition, we proved that an optimal solution 

(in the sense of the L2-norm) can be obtained by solving a Poisson-like 

partial differential equation. 

This work is based on the published method “One-shot 3D gradient 

field scanning ” [13] , and substantially improves its robustness when 

the test surface presents large discontinuities or isolated regions as we 

will show in Section 3 . The closest methods in the literature to the one 

here presented, are the methods based on Takeda ’s work [19] , which 

are commonly referred as Fourier profilometry single-shot methods. 

These methods consist in projecting one or more fine sinusoidal pat- 

terns, which are used to infer the 3D shape of the scene by measuring the 

variation of the phase of these patterns. To that end, Fourier Transform 

properties are exploited as explained in reference [19] . Many methods 

based on the Fourier Transform has been published in the past decade, 

a review of these methods can be found in the work of Zappa et al. 

[23] , the work of Su et al. [24] or the work of Gorthi and Rastogi [25] . 

For example, Tavares and Vaz [26] proposed to use orthogonal fringe 

patterns for the enhancement of the Fourier transform method. Other 

approaches improve Takeda ’s original method by using the Windowed 

Fourier transform [27] , or the Wavelet Transform for extraction of the 

phase information (see e.g. [28] ). 

Important differences exist between Differential 3D (D3D) and 

Fourier based methods. Firstly, while Fourier methods uses Fourier 

transform properties to extract the surface ’s depth, D3D approach mea- 

sures local image gradients to estimate fringes local bending which pro- 

vide depth gradient information. Secondly, Fourier based methods re- 

quire a final unwrapping step, while D3D method requires the numerical 

integration of the retrieved gradient field. Thirdly, D3D approach mea- 

sures the local properties of the projected pattern, and the information 

extracted in a certain region is independent from the rest of the domain; 

in contrast, the Fourier transform is inherently a non-local operation. 

The present work, takes a step forward on D3D and proposes the 

use of sparse absolute information to improve its robustness, specifi- 

cally, when the test surface presents discontinuities or isolated regions. 

Similar intents were investigated to make Fourier-based approaches ro- 

bust to surface discontinuities. For example, Takeda et al. [29] proposed 

a Fourier-based method based on spatial frequency multiplexing com- 

bined with the Gushov-Solodkin phase unwrapping algorithm. Although 

this work introduce a very interesting theory and inspiring new ideas, 

the proposed approach was susceptible to significant measurement er- 

rors. To correct them, the authors proposed a number of post-processing 

steps that improved the method robustness at the cost of making it more 

complex and difficult to implement. Another example is the work of Wei- 

Hung Su [30] who proposed an area-encoded fringe pattern to retrieve 

objects that have spatially isolated surfaces. As the previous method, a 

single-shot pattern is required, which combines sinusoidal fringes with 

fine colored stripes. Fringes are matched without ambiguity using the 

pattern of colored stripes. 

2. Proposed method 

Let us consider a two dimensional domain Ω⊂R 

2 and a function z : 

Ω→R . In the context of the present work Ω represents a two dimen- 

sional subset of a plane in the 3D space, and z ( x, y ) will be associated to 

the height map of an arbitrary test surface (as it is illustrated in Fig. 1 ). 

Despite the previous, most of the ideas presented in this section can 

be extended to other physical quantities and applied in many other con- 

texts. Let us assume that by means of some technique [12–14,31–34] we 

are able to retrieve empirical estimations u and v of z x and z y partial 

derivatives 1 , respectively. Ideally 𝑢 ( 𝑥, 𝑦 ) = 𝑧 𝑥 ( 𝑥, 𝑦 ) and 𝑣 ( 𝑥, 𝑦 ) = 𝑧 𝑦 ( 𝑥, 𝑦 ) 

1 For the sake of compactness we are adopting the notation 𝑧 𝑘 
𝑑𝑒𝑓 
= 𝜕𝑧 

𝜕𝑘 
. 

Fig. 1. Illustration of Ω and z definitions. 

for all ( x, y ) ∈Ω, nevertheless, these equalities do not hold in practice 

due to: (a) empirical errors inherent to the method used, (b) surface 

discontinuities. 

The estimation ̃𝑧 of z from the empirical data ( u, v ) can be formulated 

as the minimization problem, 

�̃� = arg min 
𝑤 ∫Ω

(
( 𝑤 𝑥 − 𝑢 ) 2 + ( 𝑤 𝑦 − 𝑣 ) 2 

)
𝜕Ω (1) 

where, of course, as the estimated gradient ( u, v ) → ( z x , z y ), the retrieved 

function ̃𝑧 → 𝑧 . Eq. (1) can be solved by finding the solution to the Euler–

Lagrange equation, { 

Δ�̃� = 𝑢 𝑥 + 𝑣 𝑦 ( 𝑥, 𝑦 ) ∈ Ω
∇ ̃𝑧 ⋅ �̂� = 0 ( 𝑥, 𝑦 ) ∈ 𝜕Ω

(2) 

where Δ = ( 𝜕 
2 

𝜕𝑥 2 
+ 

𝜕 2 

𝜕𝑦 2 
) denotes the Laplacian operation, ∇ = ( 𝜕 

𝜕𝑥 
, 
𝜕 

𝜕𝑦 
) the 

gradient vector, and �̂� the unitary outward normal vector in the bound- 

ary set 𝜕Ω. Eq. (2) is a well studied partial differential equation com- 

monly referred as the Poisson equation. The two canonical formula- 

tions of the Poisson equation include Dirichlet ( ̃𝑧 = 0 , ( 𝑥, 𝑦 ) ∈ 𝜕Ω) or 

Neumann ( ∇ ̃𝑧 ⋅ �̂� = 0 , ( 𝑥, 𝑦 ) ∈ 𝜕Ω) boundary conditions. In the present 

work Neumann boundary conditions are imposed as they are flexible 

enough to represent a wide range of real and complex surfaces. In order 

to guarantee the uniqueness of the solution of (2) , one needs to impose 

at least one value of the solution on each connected component of the 

domain Ω. This is very easy to see by analyzing the minimization prob- 

lem presented in (1) , as only first order derivatives of the function w 

are involved, the functional remains invariant if we add arbitrary con- 

stants to w in any connected component of Ω. Taking into account the 

previous, we will consider the slightly modified Poisson equation, ⎧ ⎪ ⎨ ⎪ ⎩ 
Δ�̃� = 𝑢 𝑥 + 𝑣 𝑦 ( 𝑥, 𝑦 ) ∈ Ω
∇ ̃𝑧 ⋅ �̂� = 0 ( 𝑥, 𝑦 ) ∈ 𝜕Ω
�̃� = 𝑔 ( 𝑥, 𝑦 ) ∈ Θ

(3) 

which imposes values g ( x, y ) to the solution at a discrete set of points 

Θ⊂Ω. Eq. (3) has a unique solution if Θ≠ { } in each connected com- 

ponent of the set Ω. Of course now g and the set Θ are part of the input 

data and need to be provided in addition to the gradient field ( u, v ). 

2.1. Discrete model 

In the following section we will assume that the domain of interest 

can be sampled as a regular rectangular grid: 

𝑧 ( 𝑥, 𝑦 ) = 𝑧 𝑖𝑗 for 𝑥 = ℎ𝑗, 𝑦 = ℎ𝑖 (4) 

where h is the distance between samples (pixels) and the discrete indexes 

( 𝑖, 𝑗) ∈ Ω
𝑑𝑒𝑓 
= {1 , … , 𝐻} × {1 , … , 𝑊 } ⊂ 𝐙 

2 . 

Discrete Laplacian operator: A discrete approximation for the Lapla- 

cian can be obtained through a second order Taylor expansion, 

𝑧 𝑖 ( 𝑗±1) = 𝑧 ( 𝑥 ± ℎ, 𝑦 ) = 𝑧 ( 𝑥, 𝑦 ) ± 𝑧 𝑥 ℎ + 𝑧 𝑥𝑥 
ℎ 2 

2 
+  ( ℎ 3 ) 
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