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Abstract

In Cloud systems, Virtual Machines (VMs) are scheduled to hosts ac-
cording to their instant resource usage (e.g. to hosts with most available
RAM) without considering their overall and long-term utilization. Also, in
many cases, the scheduling and placement processes are computational ex-
pensive and affect performance of deployed VMs. In this work, we present
a Cloud VM scheduling algorithm that takes into account already running
VM resource usage over time by analyzing past VM utilization levels in order
to schedule VMs by optimizing performance. We observe that Cloud man-
agement processes, like VM placement, affect already deployed systems (for
example this could involve throughput drop in a database cluster), so we aim
to minimize such performance degradation. Moreover, overloaded VMs tend
to steal resources (e.g. CPU) from neighbouring VMs, so our work maximizes
VMs real CPU utilization. Based on these, we provide an experimental anal-
ysis to compare our solution with traditional schedulers used in OpenStack
by exploring the behaviour of different NoSQL (MongoDB, Apache Cassan-
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